CNN-Based Image Tampering Detection Model
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Abstract—Image manipulation has become increasingly prevalent in today’s society, with powerful editing tools allowing for easy and sophisticated changes to be made to digital images. However, this has also led to the misuse of digitally manipulated images for fraudulent, propagandistic, and deceptive purposes. In response, deep learning algorithms, such as Convolutional Neural Networks (CNNs) have been developed accurately and efficiently for detecting various types of image forgeries, such as copy-move, splicing, retouching, and more. This paper outlines the key elements of the powerful image editing tools available, the misuse of digitally manipulated images, and the potential of deep learning algorithms for detecting image forgeries. Industry-standard image editing software like Adobe Photoshop and GIMP, have revolutionized the way digital images are edited and manipulated. These tools offer advanced features such as layers, filters, and masks, allowing precise and sophisticated changes to be made to images. For example, layers allow for different elements of an image to be edited separately, while filters provide a range of effects that can be applied to an image. As image manipulation techniques continue to evolve, the integration of deep learning with image processing holds great promise in ensuring the authenticity and credibility of images in the digital era.
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I. INTRODUCTION

Today, images play an important role in many fields such as medicine, education, digital forensics, sports, scientific research and media and have become an important source of information. Creating fake photos is very easy thanks to software such as Photoshop, GIMP, Android applications such as photohacker [9]. Basically, Image forgery or manipulation of an image is the deceptive alteration of visual content, containing digital images or video data, with the intent to mislead or deceive. If new content is copied from the same image itself, it is called copy drive tampering, and if new content is copied from different images, it is called image splicing. This manipulation blurs the distinction between what is authentic and what is invented, posing significant challenges across diverse fields such as forensics, journalism, and digital media authentication[8]. The motivations behind image tampering are diverse, including fraud, misinformation, and enhancement of visual appeal. Perpetrators may manipulate images to deceive individuals, sway public opinion, or create misleading content. Common methods of image tampering include copying, modifying, or re-contextualizing elements within images, resulting in the distribution of digitally altered content across online platforms. It greatly affects the reliability of visual information across various fields. In forensic investigations, tampered images can seriously compromise evidence accuracy, leading to unfair outcomes. Similarly, in journalism, forged images make news stories less trustworthy, reducing public faith in the media [1]. Therefore, Photo spoofing or image forgery detection is crucial for determining if a photo has been altered, relying on evidence to confirm its authenticity. To tackle this challenge, researchers are turning to advanced machine learning and deep learning algorithms. They have emerged as powerful tools for automating the detection of fake images. Significant progress has also been made in developing detection tools that leverage deep learning algorithms. These tools can achieve high accuracy and efficiency in identifying forged images[9]. In summary, image forgery detection plays a crucial role in safeguarding the integrity of visual information. By leveraging advanced technologies such as deep learning algorithms, researchers are making strides in developing effective detection tools. Continued research and innovation in this field are essential for preserving the trustworthiness of digital content.

II. LITERATURE SURVEY

This literature review covers the latest advances in search of, machine learning techniques, deep learning techniques and detection tools. This review has been conducted over number of techniques to understand their methodology and their major shortcomings. The related work has been defined through the comparison table below :-
III. PROPOSED SYSTEM

In this image forgery detection project, we begin with an input database primarily comprised of image datasets. Our training dataset, containing a vast array of images, is utilized to train the system. The preprocessing stage, focusing on data cleaning, ensures the accuracy of subsequent analyses by rectifying inconsistencies and outliers within the data [3]. Feature extraction, facilitated by the initial layers of a Convolutional Neural Network (CNN), automatically identifies crucial visual elements such as textures, shapes, and edges. These extracted features are then classified using a CNN, distinguishing between authentic and manipulated regions within the images [6]. Through training with a dataset comprising both authentic and manipulated images, the CNN learns to differentiate between the two categories. Loss function and backpropagation techniques are employed to refine the network’s parameters, minimizing errors in identifying forgeries. The classification stage of a Convolutional Neural Network (CNN) involves teaching the network to categorize images into different classes or labels. This process helps the CNN distinguish between authentic and manipulated regions within images by learning patterns and features from the training data. Once trained, the CNN can accurately classify new images, allowing it to detect image forgeries effectively [9]. Following training, the CNN undergoes testing to evaluate its performance, utilizing metrics like accuracy, precision, recall, and F1-score to assess its effectiveness. Finally, the system detects image forgeries, presenting the outcomes to the user through visual or informational outputs, which may include details on manipulated regions, confidence scores, and relevant metadata.

IV. METHODOLOGY

CNN Model and Training Process: Convolutional Neural Networks are widely used in image forgery detection due to their ability to automatically learn features from images. In this overview, we have used a CNN architecture made up of different convolutional, Maxpooling, dense, dropout, and fully connected layers. Convolutional layers apply filters (kernels) that slide across the image, extracting low-level features like edges, textures, and colors. To avoid overfitting, a pooling layer is used which reduces the output map of the convolutional layer. During the training process, common activation functions like ReLU (Rectified Linear Unit) were used that allow the network to learn more complex relationships between features and categorical binary cross-entropy loss functions were applied. Fully-connected layers connect all the neurons from the previous layer (often flattened from a feature map) to every neuron in the current layer. The hidden layers incorporated a combination of conv2DL, Max pooling, dropout, flatten, and dense layers for enhanced feature extraction and model regularization.

Dataset preparation: By training and testing the CNN model using the CASIA V1.0 Dataset, we were able to extend the analysis of the model in this study. To train a robust model for detecting manipulated images, our dataset incorporates a diverse range of tampered photos, including splices, CFA artifacts, and copy-move forgeries. We further divided the data into training and testing sets to ensure the model’s
generalizability. The categorical cross entropy loss function, SGD optimizer, and a learning rate of 0.01 and were used to train the model. Image Forgery Detection Tools: Image forgery detection tools utilize various techniques to identify forged images[10]. These forgery tools can be used to enhance the accuracy and reliability of image authentication and forensic analysis. Tools:

- **ELA**: It works by highlighting differences in the error levels present in various regions of an image after compression.
- **Copy-move**: It detects regions within an image that have been copied and pasted from one location to another.
- **Compression Detection**: Process of identifying inconsistencies or anomalies in the compression characteristics of an image that may indicate tampered region.
- **metadata analysis**: Metadata provides information about various aspects of an image, such as its creation, modification history, and even the device used to capture it.
- **CFA (Color Filter Array) artifact detection**: This involves the use of Convolutional Neural Networks to identify and mitigate artifacts introduced by the Bayer filter array commonly used in digital cameras.
- **Noise inconsistency**: It refers to the challenge of detecting noise characteristics in different parts of the image that do not match.
- **String Extraction**: In the context of image forgery detection, "string" typically refers to specific visual patterns that indicate manipulation.
- **Image extraction**: It involves training a CNN to automatically extract features from images that are indicative of tampering.

V. RESULT AND ANALYSIS

We propose a new system Convolutional Neural Network in machine learning and computer vision to solve the problems above. After being trained on an expanded dataset with manipulated images, we report percentage accuracy in forgery detection. After analysis of the model, we got the best accuracy of training 97.60 percentage and 97.60 percentage validation by going through 32 epochs after testing, with a training loss of 0.0805 and testing loss of 0.0682. Additionally, we have built a detection model in which the person performing the analysis of the tampered image will be aware of the forgery type performed on the original image, the use of a specific detection technique will work here. This system analyzes uploaded images for signs of manipulation, including Double JPEG Compression, Copy-Move forgery, CFA artifacts, and potential Error Level Analysis. It additionally retrieves textual content and metadata contained within the image. The user interface features a clear layout with an image upload area, a results display box, and ten interactive buttons with helpful instructions for easy navigation. Notably, the system operates entirely on the user’s device, eliminating the need for an internet connection.

<table>
<thead>
<tr>
<th>DATASETS</th>
<th>MODELS</th>
<th>ACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Images (Authenticate, Tampered)</td>
<td>97.60%</td>
<td>95.2%</td>
</tr>
<tr>
<td>Testing Images (Authenticate, Tampered)</td>
<td>97.60%</td>
<td>92.8%</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

The survey on "Image Forgery Detection using Deep Learning" offers a thorough exploration of the ever-evolving domain of detecting manipulated images. It delves into various methodologies, challenges, advancements, and applications about the use of deep learning techniques for identifying forged images. Through its findings, the survey not only sheds light on the intricacies of image manipulation detection but also provides valuable insights into combating such manipulations.[9]. By highlighting pathways to combat manipulation, the survey contributes to preserving the authenticity of visual content in the digital landscape. Moreover, it emphasizes the importance of ethical and responsible technology use, serving as a guiding beacon in navigating the complexities of the digital age. As the field continues to progress, this survey stands as a foundational resource, fostering innovation and deepening understanding in the ongoing quest for credible and trustworthy visual communication. Its insights will continue to shape research endeavors and inform practices aimed at maintaining integrity and reliability in visual media.

VII. FUTURE SCOPE

In the future, CNN models will advance to detect tampering more accurately, especially with real-time integration for immediate identification. Specialized architectures will emerge to counter new tampering techniques like deepfakes, ensuring reliability. Ethical considerations are vital in deploying these technologies responsibly. CNN-based detection systems will see wider adoption in journalism, law enforcement, and social media, promoting authenticity. Regulator frameworks will evolve to guide ethical use, ensuring transparency and accountability. Overall, these advancements will bolster efforts to combat misinformation and safeguard the integrity of visual media.
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