RAINFALL PREDICTION BASED ON MACHINE LEARNING
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Abstract: There are currently no reliable ways to determine if it will rain today. Estimates made by the meteorological agency themselves may turn out to be inaccurate. In this post, we will learn how to create a machine-learning model that can forecast whether or not it will rain today based on various atmospheric variables. Because machine learning models typically outperform human beings at the previously known task—predicting rainfall—this issue is connected to rainfall prediction using machine learning.

1. INTRODUCTION

The project called Rainfall Prediction aims to create machine learning that can predict rainfall using previous weather data. The project's goals, the dataset used, and the model architecture are all explained in this documentation, which also offers a broad summary of the research.

In Indian culture, weather forecasting is significant because it affects people's lives greatly. The difficult task of predicting how often it will rain falls on the meteorological bureau. Accurate forecasting can be challenging when there is enough change. The amount of rain that will fall during the summer and rainy seasons is impossible to predict.

Data Pre-processing: Deal with missing values and fill in or get rid of them from the dataset. Scaling will be applied using normalized features, which will scale the numerical features to a common range. If necessary, it will also preprocess the encoded categorical features to turn the variables into numerical representations.

Feature selection: Examine the relationships between features and choose those that are pertinent to the model.

Model Training: The dataset should be divided into training and test sets. Choose the best machine learning algorithm (such as Random Forest, Gradient Boosting, etc.).

Model Evaluation: Use relevant metrics to assess the performance of the model, such as Mean Absolute Error (MAE) or Room Mean Squared Error (RMSE). Compared to the testing set's actual rainfall values, compare the model's predictions.

Model Deployment: When the model performs satisfactorily, it may be used to create predictions about the amount of rainfall based on the testing set's actual rainfall values.

We can't predict whether it will rain today with any certainty using current approaches. Sometimes even the forecast from the meteorological agency is off.

Since machine learning models frequently outperform human beings at previously recognized tasks that required high levels of expertise, this issue is connected to rainfall prediction using machine learning.

2. Literature survey on rainfall prediction

This chapter conducts a comprehensive analysis of pertinent literature to demonstrate the many approaches authors use to forecast rainfall. The review covers a variety of topics related to the input into, output from, and procedures employed in the many systems developed in the literature for this purpose. In particular, the review focuses on studies that apply supervised learning to classification and regression problems.

Using the keywords "machine learning" OR "deep learning" AND ("precipitation prediction" OR
"rainfall prediction" OR "precipitation nowcasting"), Google Scholar was used to gather works from 2016 to 2020. Only supervised rainfall prediction studies using meteorological data from, for example, radar, satellites, and stations were chosen among the over 1240 results that were produced; however, publications using data from regular cameras were also considered. Examples include the exclusion of images. The techniques employed to achieve this can be expanded upon and used for other geophysical characteristics like temperature and wind, even though the focus of this review is on the prediction of rainfall. The results and arguments of this chapter can therefore be modified to fit different conditions. Except for one article that was published in 2015 and is a seminal work on this subject, 66 publications have been reviewed in total, distributed among conference and journal papers published from 2016 to 2020.
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Prediction of rainfall is a subject of study that has a significant impact on many areas of our daily lives. Machine learning has been widely applied to the prediction of rainfall as a result of advancements in computer technology. However, several studies contend that machine learning applications in various disciplines have some shortcomings. The studies' data source, output goal, input features, the pre-processing, model employed, and results are all examined. The review reveals that many studies have dubious components. Many studies, in particular, lack a baseline predictor to compare results to. Additionally, a lot of references don't give error bars for prediction mistakes, making it impossible to assess the importance of variations in prediction techniques. Furthermore, several references employ techniques that allow data

A few benchmark tests were carried out by Szilard Pafka to evaluate how well XGBoost performed in comparison to various gradient-boosting strategies and bagged decision trees. The classification datasets that XGBoost works on are structured and tabular. depending on its predictive modeling issues, datasets on classification, and regression. The algorithm used to determine contest winners on the Kaggle competitive data science platform is the outcome. Gradient boosting is a method where new models are made to forecast the errors or residuals of earlier models, which are then added together to form the final prediction. It gets its name from the gradient descent process it employs to reduce loss when new models are introduced. Both regressions and classification predictive modeling are supported by this method.

3. DEFINE THE PROBLEM

Forecasting rainfall is essential because it can have a variety of effects, including the destruction of crops and farms and property damage. A better forecasting model is needed for an early warning that can lower the risks to life and property and also aids in managing agricultural farms more effectively. Each year, people all around the world are affected by natural disasters like floods and droughts that are brought on by excessive rainfall. To assess rainfall and gauge its likelihood, numerous models have been devised. These models are based on machine learning techniques that are both supervised and unsupervised. We cannot determine whether it rains in particular circumstances by considering the amount of rainfall overall. Most important Numerous models are created to assess rainfall and forecast the likelihood of rain. Both supervised and unsupervised machine learning algorithms constitute the foundation of these models. Considering total rainfall won't enable us to determine if it rains under particular circumstances. The main issue with machine learning is accuracy. To predict whether it will rain given certain conditions, we will first understand the data and train the algorithm accordingly.
4. MODULES AND FUNCTIONALITIES

Three local SVR or/and ANN were used in the modular models. Two methods of data preparation, MA and SSA, were investigated using a three-layer feed-forward ANN. Results indicate that the MA outperformed the SSA. Four rainfall records from India, China, Zhongxian, Wuxi, and Zhenwan were chosen as test cases.

Decision trees, k-nearest neighbors, linear regression, and rule-based approaches are some of the machine-learning techniques used to predict rainfall.

5. RESULTS

The general goal is to define several machine learning (ML) algorithms that can be used to forecast rainfall. By using fewer features and tests, this research seeks to develop reliable and effective models. The data is first pre-processed before being used in the model. The most effective classification algorithms are the Random Forest classifier with about 88% efficiency and K-Nearest Neighbour with 87% efficiency. The Decision Tree classifier, however, has the lowest accuracy (73%). This research can be expanded to include additional ML methods, such as time series, clustering and association rules, and other ensemble methods. Given the limits of this study, more complicated models need to be combined to increase the accuracy of rainfall forecast systems.

This kind of model can be developed for a large dataset employing more extensive particulate monitoring for a specific area, which will enhance the calculation rate while improving precision and accuracy.
**FUTURE SCOPE**

The ability to predict rainfall is crucial because it can reduce risks to life and property and help manage agricultural farms more effectively. Heavy or erratic rainfall can have a variety of negative effects, including the destruction of crops and farms and property damage. So, by making early predictions, we can also take precautions.
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