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Abstract: In this paper, we propose a novel semantic segmentation-based on the body pix module of the Tensor flow.js which can keep up with the accuracy of the state-of-the art approaches while running in real time. The solution follows the convolutional neural networks, each step in the workflow being enhanced by additional information from semantic segmentation. Therefore, we introduce several improvements to computation, aggregation, and optimization by adapting existing techniques to integrate additional surface information given by each semantic class. Using the body pix model which is trained using CNN, the ResNET50, this network can work with more than 150 layers, removing the problem of vanishing gradients. Using this network our body pix module, creates a more accurate and defined segmentation, and also supports multi-person segmentation.

Index Terms - Semantic Segmentation, Convolutional Networks, Deep Learning.

I. INTRODUCTION

CONVOLUTIONAL networks are inducing advances in recognition. These are not only improving for wholeimage classification [1], but also making progress on tasks which are concerned with a defined and structured output. These constitute of advances in key-point prediction [7], [8], bounding box object detection [4] and local correspondence [8], [9]. The natural steps required in the progression from opaque to fine inference is to make a prediction at every pixel. Previously researched approaches have used convnets for semantic segmentation [10], [11], [12], [13], in which each enclosed object is labeled with its corresponding pixel. We show that fully convolutional networks (FCNs) trained end-to-end, pixels-to-pixels on the ResNET 50 network, exceed the previous best results without further machinery. To our knowledge, this is the first work to train FCNs end-to-end (1) for pixelwise prediction and (2) from supervised pre-training. This method can be used for augmented reality and photo editing effects, it is now widely being used for medical diagnostics as well. The earlier technologies use the patchwise training[10], [16] but lacks the efficiency of full convolution training. Our approach does not make use of pre or post processing complications, using the Body Pix module which is trained using the ResNET architecture, it is trained to do pixel wise body segmentation and is trained on 24 body parts as classes. The model is able to do real-time segmentation of the video, differentiating all the different identifiable parts of the human body. Semantic segmentation faces an inherent conflict between semantics and locality: global information resolves what while local information resolves where. What can be done to navigate this spectrum from location to semantics? How can local decisions respect global structure? It is not immediately clear that deep networks for image classification yield representations sufficient for accurate, pixelwise recognition.

The following diagram shows the internal working of the convolutional neural network, which can efficiently be used for per-pixel task like segmentation. The process involves multiple layers, unlike the Alex net which only operated on 8 convolution layers, the ResNet 150 operates on more than 100 layers and is hence provide a better and more concise segmentation than its previous counterparts.
II. RELATED WORK

Our approach draws on earlier successes of deep net for image classification [1], and transfer learning [18],[19]. Transfer was first demonstrated on various visual recognition tasks then on detection, and on both instance and semantic segmentation in hybrid proposal-classifier [14], [15]. We now re-architect and fine-tune classification nets to direct, dense prediction of semantic segmentation. We chart the space of Fully convolutional networks and relate previous models both historical and recent.

To our knowledge, the idea of extending a convnet to arbitrary-sized inputs first appeared in Matan et al. [20], which was an extension the classic LeNet [21] to recognize strings of digits. Because their net was only limited to onedimensional input strings not multi-dimensional, Matan et al. used Viterbi decoding to obtain their outputs. Wolf and Platt [22] used a sort of similar technique to expand convnet outputs to 2-dimensional maps of detection scores for the four corners of the postal address blocks. Both of these historical works use the convolution neural networks for inference and detection, however they do not support multi-person segmentation and multiclass segmentation. Ning et al. [10] define a convnet for coarse multiclass segmentation of C. elegans tissues with fully convolutional inference.

Fully convolutional computation has also been used in the present era in the present era of many-layered nets. Image restoration by Eigen et al. [23]. Sliding window detection by Sermanet et al. [4], image restoration by Eigen et al. [23] do fully convolutional inference. Fully convolutional training is rare and difficult, but used in a very efficient manner by Tompson et al. [24] to learn a part detector and spatial model for pose estimation analysis, although they do not clarify on or analyze this method.

Several recent works have applied convnets to dense prediction problems, including semantic segmentation by Ning et al. [10], Farabet et al. [12], and Pinheiro and Collobert [13]; boundary prediction for electron microscopy by Ciresan et al. [11] and for natural images by a hybrid convnet/nearset neighbor model by Ganin and Lempitsky [16]; and image restoration and depth estimation by Eigen et al. [23], [25]. Common elements of these approaches include, small models restricting capacity and receptive fields;

• patchwise training [10], [11], [12], [13], [16];
• refinement by superpixel projection, random field regularization, filtering, or local classification [11], [12], [16];
• “interlacing” to obtain dense output [4], [13], [16];
• multi-scale pyramid processing [12], [13], [16];
• saturating tanh nonlinearities [12], [13], [23]; and
• ensembles [11], [16], whereas our method does without this machinery. We use the ResNET50 architecture, which works on multiple layers of CNN and produce multiperson segmentation.

Unlike these existing methods, we adapt and extend deep classification architectures, using image classification as supervised pre-training, and fine-tune fully convolutionally to learn simply and efficiently from whole image inputs and whole image ground truths.

Hariharan et al. [14] and Gupta et al. [15] likewise adapt deep classification nets to semantic segmentation, but do so in hybrid proposal-classifier models. These approaches fine-tune an R-CNN system [5] by sampling bounding boxes and/or region proposals for detection, semantic segmentation, and instance segmentation. Neither method is learned end-to-end. They achieve the previous best segmentation results on PASCAL VOC and NYUDv2 respectively.

We fuse features across layers to define a nonlinear local-to-global representation that we tune end-to-end and layer to layer. The Laplacian pyramid [26] is a classic multiscale representation made of fixed smoothing and differencing. The jet of Koenderink and van Doorn [27] is a rich, local feature defined by compositions of partial derivatives. In the context of deep networks, Sermanet et al. [28] fuse intermediate layers but doesn’t take into account the resolution in doing so. In a contemporary work done by Hariharan et al. [29] and Mostajabi et al.[30] also fuse multiple layers but do not learn end-to-end and rely on fixed bottom-up grouping.

In addition, new works have improved the FCNs supported here to further advance the state-of-the-art in semantic segmentation. The DeepLab models [39] raise output resolution by dilated convolution and dense CRF inference. The joint CRFs-RNN [40] model is an end-to-end integration of the CRF for further improvement. ParseNet [41] normalizes features for fusion and captures context with global pooling. The “deconvolutional network” approach of [42] restores resolution by proposals, stacks of learned deconvolution, and unpooling, U-Net [43] combines skip layers and learned deconvolution for pixel labeling of microscopy images. The dilution architecture of [44] makes thorough use of dilated convolution for pixel-precise output without a random field or skip layers.
These traditional methods do not provide the definition and the accuracy by which we perform segmentation. Our network is constructed by repeating a building block that aggregates a set of transformations with the same topology. Our simple design results in a homogeneous, multi-branch architecture that has only a few hyper-parameters to set. This strategy exposes a new dimension, which we call “cardinality” (the size of the set of transformations), as an essential factor in addition to the dimensions of depth and width.

III. RESEARCH METHODOLOGY

As discussed in the abstract, the basic motive is to build a model which can perform real time-body segmentation of the different body parts of the human body, the output can look something like this:

The above image shows the segmented parts of the human body from the background in a still image. The result is somewhat similar in our case, the only difference is that the segmentation is done in real time on moving human beings. Our approach consists of using the Body Pix module of Tensor Flow JS, along with the react web-cam. The react webcam helps in accessing the camera of the particular machine that we are running the model on. The Body Pix model is trained on the ResNET50 architecture. The advantage of this particular architecture from its predecessors is that it has the ability to work with multiple layers.

Fig. 2. Transforming fully connected layers into convolution layers enables a classification net to output a spatial map. Adding differentiable interpolation layers and a spatial loss produces an efficient machine for end-to-end pixelwise learning.

The BodyPix module contains a function called "drawMask”, which is used to provide the outlining of the image from the background, and highlighting body parts with different colors. Further we will describe in detail the internal working of the ResNET50 architecture over which the BodyPix model is maid.
3.1 Adapting classifiers for prediction of pixels

Typical recognition nets, including LeNet [21], AlexNet [1], and its deeper successors [2], [3], ostensibly take fixedsized inputs and produce non-spatial outputs. The fully connected layers of these nets have fixed dimensions and throw away spatial coordinates. However, fully connected layers can also be viewed as convolutions with kernels that cover their entire input regions.

In our approach the ResNet is trained on more than a million images from the ImageNET. The network can classify images of up to 1000 object classification categories for this reason this network has learned rich feature representations of a wide range of images.

One reason for which CNN is used for our purpose is because of the spatial output maps of these models. With ground truth available at every output cell, both the forward and backward passes are straightforward, and both take advantage of the inherent computational efficiency (and aggressive optimization) of convolution. The corresponding backward times for the AlexNet example are 2.4 ms for a single image and 37 ms for a fully convolutional 10 × 10 output map, resulting in a speedup similar to that of the forward pass.

Consumer Price Index (CPI) is used as a proxy in this study for inflation rate. CPI is a wide basic measure to compute usual variation in prices of goods and services throughout a particular time period. It is assumed that arise in inflation is inversely associated to security prices because Inflation is at last turned into nominal interest rate and change in nominal interest rates caused change in discount rate so discount rate increase due to increase in inflation rate and increase in discount rate leads to decrease the cash flow’s present value (Jече, 2010). The purchasing power of money decreased due to inflation, and due to which the investors demand high rate of return, and the prices decreased with increase in required rate of return (Iqbal et al, 2010).

Exchange rate is a rate at which one currency exchanged with another currency. Nominal effective exchange rate (Pak Rupee/U.S.D) is taken in this study. This is assumed that decrease in the home currency is inversely associated to share prices (Jече, 2010). Pan et al. (2007) studied exchange rate and its dynamic relationship with share prices in seven East Asian Countries and concluded that relationships exchange rate and share prices varies across economies of different countries. So there may be both possibility of either exchange rate directly or inversely related with stock prices. Oil prices are positively related with share prices if oil prices increase stock prices also increase (Iqbal et al, 1012). Attaullah (2001) suggested that oil prices cause positive change in the movement of stock prices. The oil price has no significant effect on stock prices (Dash & Rishika, 2011). Six month T-bills rate is used as proxy of interest rate. As investors are very sensitive about profit and where the signals turn into the red they

3.2 ResNET50 architecture

The ResNET50 architecture provides a efficient as well as a fast method for segmentation as it works on more than 150 layers and can support multi-person segmentation with more defined results. AlexNet, the winner of ImageNet 2012 and the model that apparently kick started the focus on deep learning had only 8 convolutional layers, the VGG network had 19 and Inception or GoogleNet had 22 layers and ResNet 152 had 152 layers.

The ResNet-50 model consists of 5 stages each with a convolution and Identity block. Each convolution block has 3 convolution layers and each identity block also has 3 convolution layers. The ResNet-50 has over 23 million trainable parameters.
Components of a network include 3x3 filters, CNN downsampling layers with stride 2, global average pooling layer and a 1000-way fully connected layer with softmax in the end. ResNET is advanced as it uses a skip connection on the original output of the convolution block, hence helps in solving the problem of the vanishing gradient, which is very prevalent in the previous architectures like the AlexNet. In addition to this, it uses the identity function which helps higher layer to perform as efficiently as at the lower layer and not worse.

3.3 Body-Pix Implementation

This model can be used to segment an image into pixels that are and are not part of a person, and into pixels that belong to each of twenty-four body parts. It works for multiple people in an input image or video.

The following command can be used to load the model:

```bash
npm install @tensorflow-models/body-pix
```

Body-Pix comes with a few different versions of the model, with different performance characteristics trading off model size and prediction time with accuracy.

In order to load the model:

```javascript
const net = await bodyPix.load();
```

By default, BodyPix loads a MobileNetV1 architecture with a 0.75 multiplier. This is recommended for computers with mid-range/lower-end GPUs. A model with a 0.50 multiplier is recommended for mobile. The ResNet architecture is recommended for computers with even more powerful GPUs as it is more efficient and works with a large number of layers.

The following code is run in order to load the Body-Pix model with the ResNet architecture:

```javascript
const net = await bodyPix.load({
  architecture: 'ResNet50',
  outputStride: 32,
  quantBytes: 2
});
```

Config params in `bodyPix.load()`:
- **architecture** - Can be either MobileNetV1 or ResNet50. It determines which BodyPix architecture to load.
- **outputStride** - Can be one of 8, 16, 32 (Stride 16, 32 are supported for the ResNet architecture and stride 8, and 16 are supported for the MobileNetV1 architecture). It specifies the output stride of the BodyPix model. The smaller the value, the larger the output resolution, and more accurate the model at the cost of speed. A larger value results in a smaller model and faster prediction time but lower accuracy.
- **multiplier** - Can be one of 1.0, 0.75, or 0.50 (The value is used only by the MobileNetV1 architecture and not by the ResNet architecture). It is the float multiplier for the depth (number of channels) for all convolution ops. The larger the value, the larger the size of the layers, and more accurate the model at the cost of speed. A smaller value results in a smaller model and faster prediction time but lower accuracy.
- **quantBytes** - This argument controls the bytes used for weight quantization. The available options are:
  - 4. 4 bytes per float (no quantization). Leads to highest accuracy and original model size.
  - 2. 2 bytes per float. Leads to slightly lower accuracy and 2x model size reduction.
  - 1. 1 byte per float. Leads to lower accuracy and 4x model size reduction.
The following table contains the corresponding BodyPix 2.0 model checkpoint sizes when using different quantization bytes:

<table>
<thead>
<tr>
<th>Architecture</th>
<th>quantByte s=4</th>
<th>quantByte s=2</th>
<th>quantByte s=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50</td>
<td>~90MB</td>
<td>~45MB</td>
<td>~22MB</td>
</tr>
<tr>
<td>MobileNet V1 (1.00)</td>
<td>~13MB</td>
<td>~6MB</td>
<td>~3MB</td>
</tr>
<tr>
<td>MobileNet V1 (0.75)</td>
<td>~5MB</td>
<td>~2MB</td>
<td>~1MB</td>
</tr>
<tr>
<td>MobileNet V1 (0.50)</td>
<td>~2MB</td>
<td>~1MB</td>
<td>~0.6MB</td>
</tr>
</tbody>
</table>

In the above table we can see that the ResNET50 provides the best accuracy and prediction compared to the other architectures.

IV. RESULTS

In this paper we used the body-pix module, which is based on the ResNET50 framework in order to do real-time body segmentation of the human from the background, we provided theoretical as well as practical explanation as to why this new approach is better than the previous architectures designed for the same purpose.

Apart from this we added the real-time factor using the react-webcam, using this library we were successfully able to access out system’s camera, providing real-time segmentation of the person. The accuracy and definition of our model beats, the definition of the previously used architectures such as the AlexNet, MobileNet and FCN network, although a bit slower and a bit more GPU intensive, the accuracy and definition is unparalleled by far. Machine power is not much of a threshold in our day-by-day technologically advancing world. This technology of semantic segmentation is now leading to rapid improvements in medical diagnostics, autonomous vehicles and materials.

Table 4.1: Descriptive Statics

The above image shows a still from a real-time segmentation of the user, from the front camera of the system. The model is capable of distinguishing upto 24 parts of the human body, and it is not just applicable on one person as shown in the image, there can be multiple people in the video. If the image is captured without any disruptions, the model successfully gives a semantic segmentation of all the people visible in front of the camera, in real-time.

V. CONCLUSION

Semantic image segmentation is a key application in image processing and computer vision domain. Besides briefly reviewing on traditional semantic image segmentation, this paper comprehensively provides an approach which provides better definition and accuracy, taking the help of some react libraries in order to demonstrate the functionalities. This paper basically states how the recent progress in semantic image segmentation, especially based on ResNET50 has provided better results than the previously used architectures. Till now, more and more methods are emerging to make semantic image segmentation more accurate or faster or both on accuracy and speed. We hope this review on recent progress of semantic image segmentation can make some help to researchers related to this area.
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