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Abstract: In today’s world, there are multiple kinds of users prevalent. Different users require different systems with varying demands. There are three major kinds of operating systems present namely, Real-time, Time-sharing and Batch Operating Systems. The main intention of writing this paper is to introduce an algorithm to assess the needs and use of appropriate scheduling algorithm for maximum efficiency. The CPU scheduling algorithms present today are not applicable in all kinds of systems. Different algorithms are required by different systems. For example, real time operating systems can’t use normal round-robin scheduling due to their large waiting time, response time and turnaround time, high context switch rates and less throughput. The primary aim is to come up with a method that is adaptive to all kinds of systems and provide them with CPU scheduling algorithms which enhances the CPU performance in the system. A comparative analysis of our algorithm for real-time systems with the algorithms for other systems like priority and round robin will be presented on the basis of average turnaround time, average waiting time, varying time quantum and number of context switches.

Index Terms – CPU Scheduling, Operating systems, Real time OS, Time Sharing OS, Batch Operating OS

I. INTRODUCTION

The method by which processes are given access to system resources like processor cycles and communications bandwidth is known as scheduling. To execute multitasking and multiplexing scheduling algorithms are required by the computer systems. Fundamentally, scheduling determines which process run, in the presence of multiple runnable processes. Resource utilization and other performance parameters are affected by the method of CPU scheduling. Some assumptions are considered in CPU scheduling such as:

1. Job pool has runnable processes that wait for the CPU.
2. Each and every process is independent. They compete for resources.
3. Distributing the limited resources of the CPU among different processes optimize certain performance criteria is the primary aim of CPU scheduling.

The component of the kernel which selects processes to run next is the scheduler. There are three types of schedulers as follows:

<table>
<thead>
<tr>
<th>LONG TERM</th>
<th>MID TERM</th>
<th>SHORT TERM</th>
</tr>
</thead>
<tbody>
<tr>
<td>The long term scheduler or job scheduler selects processes from the job pool and loads them into memory for execution.</td>
<td>The medium term scheduler removes processes from memory and reduces the degree of multiprogramming results in the scheme of swapping.</td>
<td>The short term scheduler, or CPU scheduler selects from among the processes that are ready to execute, and allocates CPU to one of them.</td>
</tr>
</tbody>
</table>
II. ALGORITHM AND WORKFLOW

1. Read the Kind of System for which scheduling is required.
2. For batch systems:
   a. Sort processes according to priority.
   b. Execute the processes in the order of priority.

   This will then follow FCFS algorithm.
3. For Time-sharing systems:
   a. While queue not empty
   b. For time from 0 to allotted time quantum, execute process.
   c. Move to next process
4. For Real-time systems, Sort the processes according to priority as well as shortness and assign a new priority to each process which is the sum of the original priority and shortness rank.
   a. Calculate priority component. If there are n processes, for a process i in n PCI = 0 if its new priority is > 2n/3 (Not Important) PCI = 1 if its new priority is > n/3 (Moderately Important) PCI = 2 if its new priority is >= 1 (Important)
   b. Calculate shortness component. If there are n processes, for a process i in n SCI = 0 if the (Burst Time)i > (Burst Time)i-1 (Longer) SCI = 1 if the (Burst Time)i <= (Burst Time)i-1 (Shorter)
   c. Calculate the intelligent time slice (ITS) for each process as the sum of the initial time slice, burst time, priority component and shortness component.
   d. Repeat Step ‘E’ until all processes are completed.
   e. If the Round number(j) is 1, calculate time quantum as TQj, i = ITSi if SCI = 1 TQj, i = ITSi/2 if SCI = 0.

   If the Round number(j) is not 1, calculate time quantum as TQj, i = TQj-1, i * 2 if SCI = 1 TQj, i = TQj-1, i * 1.5 if SCI = 0. Calculate average waiting time and average turnaround time.

The main goal is to come up with a program that allows the user to pick the kind of system for which scheduling is required. Based on the choice the appropriate algorithm is picked. Improved algorithm for real time systems has been implemented which works on a dynamic time quantum, that is it changes after every round of execution. This will reduce the average waiting time, average turnaround time and reduce the number of context switches that take place which in turn enhances the working of the computer system.

Figure 1. The flowchart for the Workflow Diagram.
III. BATCH OPERATING SYSTEMS

In a batch OS, prepares his work on an offline device instead of interacting with the computer directly. This is then submitted to the computer operator. Jobs with around the same requirements are batched together and executed as a group in order to speed up processing.

Once the programmers are done they give their programs to the operator who sorts the programs into batches according to similar requirements. We propose implementation of PRIORITY SCHEDULING for optimal use of processor time and enhance efficiency of the system.

One of the most common algorithms for scheduling in batch systems is priority scheduling. A priority is assigned to each process and the one with the highest priority is executed first and so on. If more than one process has the same priority then they are executed on first come first served basis. The priority is decided based on a variety of factors such as memory, time or any other resource requirement. Response and waiting time in this algorithm depend on the priority assigned to each process. This means that higher priority processes will have smaller waiting and response times. Higher priority can be given to the earlier deadline processes to eradicate the problem of deadlines not being met.

Disadvantage of this method is that of starvation of lower priority processes. This is possible when large number of higher priority processes continuously arrive.

IV. TIME SHARING OPERATING SYSTEMS

A technique which helps many people who are present at various terminals use a particular computer simultaneously is known as time-sharing. Hence timesharing is termed as the processor's time which is shared among multiple users. Multiple jobs are completed by the CPU when it switches between them.

These switches occur frequently enabling the user to receive an immediate response. Earlier computer systems that were designed as batch systems have now been modified into time-sharing systems. We propose implementation of ROUND-ROBIN SCHEDULING for optimal use of processor time and enhance efficiency of the system.

The preemptive scheduling where every process is executed in a cyclic way that is, a time slice known as time quantum is given to every process is known as round robin scheduling. Its designed mainly for time- shared systems. A circular queue which has a head and a tail contain the process that are ready to be run. All the processes are arranged in the order of first come first serve. The CPU scheduler allocates the CPU one by one for the time interval equal to one quantum. Newly arrived processes are added to the tail of the queue.

1. Disadvantages of this type of scheduling is that there will be larger waiting and response time with high rates of context switching. This will intern delay the results.

2. Another disadvantage is that of low throughput. This will lead to severe degradation of system performance in soft real time systems. Context switch and throughput are inversely proportional to each other.
A. Real-Time Operating Systems

There are two main kinds of real-time systems:

-- Hard Real-Time System: They require fixed deadlines that need to be met otherwise errors may occur.

-- Soft Real-Time System: Here missing an occasional deadline is tolerable but undesirable. The system’s performance is degraded but not destroyed when a failure takes place on meeting response time constraints. CPU scheduling plays an important role in real time operating systems since the have time constraint on computations. These systems are mission-critical, that is real-time tasks should be scheduled to be completed on or before their deadlines. It is required that each task be invoked after the ready time and be completed before the assigned deadline. Simple round robin algorithm is not applicable for Soft real time systems due to longer waiting, increased number of context switches and response times which in turn leads to lowered throughput. Priority scheduling is not applicable either due to the problem of starvation that is, low priority processes will not get processor time and will starve. We propose implementation of round-robin and priority scheduling with a dynamic time quantum to overcome this problem.

V. COMPARISONS FOR HIGH BURST AND LOW BURST TIMES

<table>
<thead>
<tr>
<th>Process No</th>
<th>Burst Time</th>
<th>Waiting Time</th>
<th>Turn Around Time</th>
<th>Waiting Time</th>
<th>Turn Around Time</th>
<th>Waiting Time</th>
<th>Turn Around Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>8</td>
<td>13</td>
<td>0</td>
<td>5</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>7</td>
<td>13</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>Average:</td>
<td>4.6667</td>
<td>9</td>
<td>4</td>
<td>8.333</td>
<td>9</td>
<td>5</td>
<td>9.333</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process No</th>
<th>Burst Time</th>
<th>Waiting Time</th>
<th>Turn Around Time</th>
<th>Waiting Time</th>
<th>Turn Around Time</th>
<th>Waiting Time</th>
<th>Turn Around Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>0</td>
<td>500</td>
<td>1540</td>
<td>2040</td>
<td>996</td>
<td>1496</td>
</tr>
<tr>
<td>2</td>
<td>690</td>
<td>927</td>
<td>1617</td>
<td>850</td>
<td>1540</td>
<td>1188</td>
<td>1878</td>
</tr>
<tr>
<td>3</td>
<td>850</td>
<td>1190</td>
<td>2040</td>
<td>0</td>
<td>850</td>
<td>1190</td>
<td>2040</td>
</tr>
<tr>
<td>Average:</td>
<td>705.667</td>
<td>1385.67</td>
<td>796.67</td>
<td>1476.67</td>
<td>1124.667</td>
<td>1804.667</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Low Burst Times

Table 1. High Burst Times
<table>
<thead>
<tr>
<th>AUTHOR</th>
<th>TITLE</th>
<th>YEAR</th>
<th>JOURNAL</th>
<th>METHOD</th>
<th>PURPOSE</th>
<th>ADVANTAGES</th>
<th>DISADVANTAGES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neetu Goeland R.B. Garg</td>
<td>A Comparative Study of CPU Scheduling Algorithms</td>
<td>2013</td>
<td>International Journal of Graphics &amp; Image Processing</td>
<td>CPU Scheduling</td>
<td>Presents a state diagram that depicts the comparative study of various scheduling algorithms for a single CPU and shows which algorithm is best for the particular situation</td>
<td>Makes much easier to understand what is going on inside the system and why a different set of processes is a candidate for the allocation of the CPU at different time</td>
<td>The treatment of shortest process in SJF scheduling tends to result in increased waiting time for long processes. And the long process will never get served, though it produces minimum average waiting time and average turnaround time.</td>
</tr>
<tr>
<td>Shweta Jain and Saurabh Jain</td>
<td>A Research Survey and Analysis for CPU Scheduling Algorithms using Probability-Based Study</td>
<td>2015</td>
<td>International Journal of Engineering and Management Research</td>
<td>A probability-based Markov chain analysis</td>
<td>CPU Scheduling deals with the problem of deciding which of the processes in the ready queue is to be allocated the CPU. Hence, the performance of the system depends on which scheduling algorithm used. In this paper, are discussed, the various approaches that can be used for this purpose and elaborate the research analysis in this field.</td>
<td>A probability based Markov chain analysis is done in order to determine the performance of these algorithms.</td>
<td>Research is restricted to c++</td>
</tr>
<tr>
<td>Dr. Pardeep Kumar, Dr. Sanjay Tyagi and Monika</td>
<td>Survey on Various Scheduling Algorithms in Cloud Computing</td>
<td>2016</td>
<td>International Journal of Scientific &amp; Engineering Research, Volume 7, Issue 12</td>
<td>Batch mode heuristic scheduling</td>
<td>In this paper, various scheduling algorithms have been discussed with respect to their various constraints such as time, cost, energy, SLA and so on.</td>
<td>It was identified that the issues of reliability and availability was not given due weightage. These are very important aspect of scheduling.</td>
<td>Performance Of resources was not taken in account</td>
</tr>
<tr>
<td>Mingyue Jiang and Tsong Yueh Chen</td>
<td>Testing Central Processing Unit scheduling algorithms using Metamorphic Testing</td>
<td>2013</td>
<td>Conference: Software Engineering and Service Science (ICSESS), 2013 4th IEEE International Conference</td>
<td>Metamorphic Testing Technique</td>
<td>In this paper, they used MT to test the Highest Response Ratio Next (HRRN) scheduling algorithm.</td>
<td>Experiments are performed based on mutants, and the experimental results show that MT is an ineffective strategy to test CPU scheduler.</td>
<td>Only some real life faults in one open source simulator are detected by MT.</td>
</tr>
<tr>
<td>Authors</td>
<td>Title</td>
<td>Year</td>
<td>Journal</td>
<td>Task</td>
<td>Algorithm</td>
<td>Objective</td>
<td>Constraints</td>
</tr>
<tr>
<td>---------</td>
<td>-------</td>
<td>------</td>
<td>---------</td>
<td>------</td>
<td>-----------</td>
<td>-----------</td>
<td>------------</td>
</tr>
<tr>
<td>D. Raghavaraju</td>
<td>Task Scheduling Algorithms in Cloud - A Survey</td>
<td>2016</td>
<td>International Journal of Distributed and Cloud Computing</td>
<td>Kernel Canonical Correlation Analysis (KCCA)</td>
<td>The primary objective is to overcome heterogeneous processing assets, minimize general execution, and limit.</td>
<td>The assets are shrewdly picked in light of their accessibility.</td>
<td>Principle difficulties are confronted in scheduling of assignments to the best accessible assets.</td>
</tr>
<tr>
<td>Imran Qureshi</td>
<td>CPU Scheduling Algorithms: A Survey</td>
<td>2014</td>
<td>Advanced Networking and Applications</td>
<td>CPU Scheduling</td>
<td>In this paper the review of different scheduling algorithms are performed with different parameters, such as running time, burst time and waiting time etc.</td>
<td>Different scheduling algorithms are reviewed in this paper are according to their CPU overhead, throughput, turnaround time and response time.</td>
<td>The performance of mentioned algorithms is not mentioned or compared properly.</td>
</tr>
<tr>
<td>Lavanya Dhanesh</td>
<td>Simulation And Comparison of Various Scheduling Algorithm For Improving The Interrupt Latency of Real-Time Kernel</td>
<td>2014</td>
<td>Journal of Computer Science and Applications</td>
<td>Pre-emptive scheduling</td>
<td>The main objective of the research is to improve the performance of the Real-time Interrupt Latency using Pre-emptive task Scheduling Algorithm.</td>
<td>Interrupt Latency provides an important metric in increasing the performance of the Real Time Kernel.</td>
<td>Low latency</td>
</tr>
<tr>
<td>Abdulrazaq Abdulrahim</td>
<td>A New Improved Round Robin (NIRR) CPU Scheduling Algorithm</td>
<td>2014</td>
<td>International Journal of Computer Applications</td>
<td>Round Robin Scheduling</td>
<td>The choice of the time quantum is critical as it affects the algorithm's performance. This paper proposes a new algorithm that further improved on the Improved Round Robin CPU (IRR) scheduling algorithm by Manish and AbdulKadir.</td>
<td>minimal average waiting time (AWT), average turnaround time (ATAT), and number of context switches (NCS)</td>
<td>A bit generic</td>
</tr>
<tr>
<td>Dr. Rohit Roshan</td>
<td>LEAST-MEAN DIFFERENCE ROUND ROBIN (LMDRR) CPU SCHEDULING ALGORITHM</td>
<td>2016</td>
<td>Journal of Theoretical and Applied Information Technology</td>
<td>Round Robin Scheduling</td>
<td>This article presents a variant of Round Robin Algorithm called Least Mean-Difference RoundRobin (LMDRR) Algorithm. First, it calculates the mean of all processes burst times. Then it obtains the</td>
<td>Dynamic time quantum</td>
<td>A bit complex</td>
</tr>
</tbody>
</table>
VIII: CONCLUSION

The proposed algorithm has less Avg. waiting time and Avg. turnaround time as compared to Round robin and Priority Algorithm. We see that due to the requirements of batch system, priority scheduling is the most suitable option. For time-sharing operating system, round robin operating system provides optimal efficiency. From the above comparisons, we observe that our new proposed algorithm is performing better than the Round robin, Priority algorithm proposed in terms of average waiting time and average turnaround time thereby reducing the overhead, saving of memory spaces and solving the problem of starvation which was caused due to the requirements of batch system, priority scheduling is the most suitable option. For time sharing operating system, round robin operating system provides optimal efficiency. From the above comparisons, we observe that our new proposed algorithm has less Avg. waiting time and Avg. turnaround time as compared to Round robin and Priority Algorithm.
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