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Abstract: With more than 85% of today's network traffic encrypted using TLS/SSL, traditional Intrusion 

Detection Systems (IDS) fail to inspect encrypted packets and detect hidden threats. Attackers increasingly hide 

malware, botnets, ransomware, and command-and-control traffic inside encrypted channels. This paper presents 

a Real-Time AI Threat Detection Framework using a hybrid 1D-CNN + BiLSTM deep learning model to 

identify malicious encrypted traffic without decrypting it. The model analyzes metadata features such as packet 

lengths, inter-arrival times, TLS handshake behavior, flow statistics, and directional patterns. Experimental 

results on CIC-IDS-2018 and ISCX VPN datasets show an accuracy of 98.3%, outperforming classical ML 

models. The proposed system is scalable, privacy-preserving, and suitable for Zero Trust networks. 

Index Terms - Encrypted Traffic Analysis, Deep Learning, Intrusion Detection, CNN-LSTM, Network 

Security, Real-Time Threat Detection. 

I. INTRODUCTION 

The increasing adoption of encryption protocols such as TLS 1.3, HTTPS, VPN, and QUIC enhances privacy 

but creates blind spots for security monitoring. Traditional packet inspection systems rely on payload analysis, 

which becomes ineffective when the payload is encrypted. Cyber attackers exploit encryption to hide malware 

communication, data exfiltration, botnet control, and DDoS attacks. 

This research proposes an AI-powered system capable of identifying threats based solely on encrypted traffic 

metadata. The system does not require decryption, ensuring zero privacy violation and high performance.  

A. Problem Statement 

Traditional IDS solutions suffer from: 

• Inability to analyze encrypted payloads 

• High latency when decrypting and re-encrypting traffic 

• Poor detection of zero-day attacks 

• Limited scalability in modern high-speed networks 

There is a need for an AI-based encrypted traffic analysis system capable of real-time detection with high 

accuracy. 
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B. Research Objectives 

The objective of this research is to develop a deep learning architecture capable of identifying malicious 

encrypted traffic using only metadata features without requiring payload decryption. 

II. LITERATURE REVIEW 

A. Statistical Approaches 

Early IDS models relied on statistical methods such as entropy analysis, flow duration, and average packet 

length. However, these approaches suffer from low accuracy and poor generalization against sophisticated 

attacks and encrypted tunnels[1]. 

B. Machine Learning Approaches 

Traditional machine learning models including Support Vector Machines (SVM), Random Forest, and XGBoost 

have been applied to network intrusion detection. However, they struggle with high-dimensional traffic patterns, 

temporal behavior modeling, and large-scale streaming data processing[2]. 

C. Deep Learning Approaches 

Recent approaches use Convolutional Neural Networks (CNN) or Long Short-Term Memory (LSTM) networks 

individually. CNN excels at capturing spatial patterns, while LSTM captures sequence behavior. However, 

using them separately leaves a gap in comprehensive traffic analysis[3][4]. 

III. PROPOSED SYSTEM ARCHITECTURE 

The proposed CNN + BiLSTM hybrid deep learning model identifies malicious encrypted flows using metadata 

features. The system comprises five core modules. 

A. System Modules 

1. Traffic Capture Module: Collects real-time network flows from live traffic or pcap files 

2. Feature Extraction Module: Extracts encrypted traffic metadata without payload inspection 

3. Preprocessing Pipeline: Normalizes features, handles class imbalance using SMOTE, and sequences 
padding 

4. Deep Learning Classifier: Hybrid CNN + BiLSTM model for threat classification 

5. Real-Time Threat Detection Engine: Outputs predictions and integrates with SOC/SIEM systems 

B. Feature Engineering 

The system extracts flow-based, time-series, and TLS metadata features without decrypting traffic, ensuring 

complete privacy compliance. 

1) Flow-Based Features 

1. Flow duration 

2. Packet count (forward and backward) 

3. Mean and variance of packet size 

4. Flow byte rate 

5. Idle time distribution 
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2) Time Series Features 

1. Packet inter-arrival time 

2. Burst behavior patterns 

3. Idle time statistics 

4. TLS handshake timing 

3) TLS Metadata Features 

1. TLS version 

2. Cipher suite 

3. JA3 fingerprint 

4. Session ID length 

IV. DEEP LEARNING MODEL ARCHITECTURE 

A. CNN Layer 

The Convolutional Neural Network layer extracts spatial relationships from packet sequences: 

𝐹 = ReLU(𝑊 ∗ 𝑋 + 𝑏) 

Where: 

 𝐹 = Feature map 

 𝑊 = Convolutional kernel weights 

 𝑋 = Input traffic features 

 𝑏 = Bias term 

B. BiLSTM Layer 

The Bidirectional Long Short-Term Memory layer models traffic sequence behavior in both forward and 

backward directions, capturing contextual dependencies in encrypted traffic patterns. 

C. Classification Layer 

A dense fully connected layer with softmax activation produces final predictions for threat classification. 

V. METHODOLOGY 

A. Dataset Description 

Dataset Flows Features Classes 

CIC-IDS 2018 2.8M 80+ 15 

ISCX VPN Dataset 1.5M 45 5 

Custom TLS Dataset 700K 50 6 

Total 5.0M -- -- 

 

Table 1: Dataset specifications for model training and evaluation 
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B. Data Preprocessing 

The preprocessing pipeline consists of: 

1. Convert pcap packet captures to flow format 

2. Remove duplicate and incomplete flows 

3. Apply SMOTE for class balancing 

4. Normalize features to [0, 1] range 

5. Apply sequence padding to fixed length (128 timesteps) 

6. Perform 80/20 train-test split with stratification 

C. Training Configuration 

Parameter Value 

Optimizer Adam (learning rate: 0.001) 

Loss Function Categorical Cross Entropy 

Epochs 30 

Batch Size 64 

Dropout Rate 0.3 

Early Stopping Yes (patience: 5) 

Validation Split 20% of training data 

GPU Memory 8GB NVIDIA CUDA 

 

Table 2: Training hyperparameters and configuration 

VI. RESULTS AND DISCUSSION 

A. Accuracy Comparison 

The proposed hybrid CNN + BiLSTM model outperforms baseline approaches significantly:  

Model Accuracy 

Support Vector Machine (SVM) 87.2% 

Random Forest 91.0% 

CNN Only 94.6% 

LSTM Only 95.1% 

Proposed CNN + BiLSTM 98.3% 

 

Table 3: Classification accuracy comparison across different models 
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B. Real-Time Performance 

The model achieves an average detection latency of 9.4 milliseconds per flow, making it suitable for real -time 

deployment in Security Operations Centers (SOC) and Security Information and Event Management (SIEM) 

systems. 

C. Zero-Day Attack Detection 

The model demonstrated strong generalization capabilities, achieving 94.7% detection accuracy on previously 

unseen attack samples, indicating robustness against zero-day threats. 

D. Per-Class Performance 

Threat Type Precision Recall F1-Score Support 

Benign 99.1% 98.8% 98.9% 580K 

Botnet 97.2% 96.5% 96.8% 85K 

DDoS 98.5% 97.9% 98.2% 120K 

Malware 96.8% 97.1% 96.9% 95K 

Ransomware 95.4% 94.6% 95.0% 45K 

 

Table 4: Per-class performance metrics for threat detection 

VII. SYSTEM ADVANTAGES 

1. Privacy-Preserving: Detects threats without requiring traffic decryption 

2. Broad Protocol Support: Works with TLS 1.3, HTTPS, QUIC, and VPN protocols 

3. High Accuracy: Achieves 98.3% detection accuracy on encrypted traffic 

4. Real-Time Processing: 9.4 ms latency per flow enables live threat detection 

5. Zero-Day Resilience: 94.7% detection rate on unseen attack patterns 

6. Scalable Architecture: Deployable in cloud and edge environments 

7. Compliance-Ready: Supports Zero Trust network architectures 

8. Easy Integration: Compatible with existing SOC, SIEM, and IDS infrastructure 

VIII. LIMITATIONS 

1. GPU Requirement: Model training and inference require GPU acceleration for optimal 
performance 

2. Feature Extraction Overhead: Processing high-speed networks (>10 Gbps) requires significant 

computational resources 

3. Dataset Dependency: Model performance may degrade when encountering traffic patterns not well-
represented in training data 

4. Continuous Updates: Regular retraining required to detect emerging attack patterns 

5. Encrypted Protocol Variations: Performance may vary across different encryption 
implementations and cipher suites 
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IX. FUTURE ENHANCEMENTS 

A. Graph Neural Networks Integration 

Implementing Graph Neural Networks (GNNs) to model traffic as network graphs, capturing complex 

relationships between flows and hosts. 

B. Federated Learning 

Developing federated learning framework for cross-organization collaborative training without sharing 

sensitive traffic data. 

C. Real-Time Deployment 

Integration with Apache Kafka and NVIDIA TensorRT for streaming inference at production scale. 

D. Multi-Modal Analysis 

Extending the model to analyze encrypted traffic alongside metadata, DNS queries, and flow correlation 

patterns. 

E. Explainability 

Implementing SHAP and attention mechanisms for interpretable threat detection decisions. 

X. CONCLUSION 

This paper presented a real-time AI-driven threat detection system capable of analyzing encrypted network 

traffic without decrypting it. By utilizing hybrid CNN + BiLSTM deep learning architecture combined with 

metadata-based feature extraction, the proposed system achieves 98.3% accuracy and low-latency processing 

(9.4 ms per flow). The model demonstrates strong generalization capabilities against zero-day attacks (94.7% 

detection) and maintains privacy compliance by operating entirely on encrypted traffic metadata.  

The proposed approach overcomes critical limitations of traditional Intrusion Detection Systems and is 

particularly well-suited for modern enterprises migrating to Zero Trust network architectures. The system's 

ability to work with contemporary encryption protocols (TLS 1.3, QUIC) without payload inspection makes it 

a practical solution for secure, scalable network monitoring. 

Future work will focus on integrating Graph Neural Networks, implementing federated learning frameworks, 

and deploying the system at production scale using stream processing platforms. The proposed methodology 

provides a strong foundation for next-generation encrypted traffic analysis and network security operations. 
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