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Abstract

In this research, we show how machine learning may be used to make wired and wireless TCP networks more resilient to congestion. Since TCP reacts the same way to losses caused by congestion as it does to losses caused by link faults, it is sub-optimal in hybrid wired/wireless networks. So, we propose simulating various network topologies and then using machine learning to create a loss classifier automatically. Several machine learning methods are compared, and decision tree boosting is found to be the most effective. In comparison to ad hoc classifiers from the networking literature, it performs better.

1 Introduction

Modern computer networks use a wide range of technologies (hybrid networks that combine wired, wireless, and satellite links) and must accommodate numerous tasks that have varying quality-of-service requirements (email, videoconferencing, streaming, etc.). The complex interplay of many uncontrollable variables (user actions, network load, connection capacity, etc.) makes it hard to predict how these networks will perform. Therefore, data mining and machine learning are unquestionably the go-to methods for enhancing our knowledge of networks and assisting with the development of appropriate control strategies.

In this study, we suggest a method for improving TCP performance over hybrid wired/wireless networks by employing machine learning techniques. The limitations of the current TCP congestion control method are first covered, followed by a discussion of how we intend to use machine learning to address these issues. Next, we'll go over the data set built for this study in Section 4, followed by a discussion of the various machine learning approaches in Section 5. Section 6 details experiments performed using the revised protocol. Further Refer to [9] and [5] for more information about the research project.

2. Connected and wireless TCP systems

The "Transmission Control Protocol" (or "TCP") is the most popular protocol used on the Internet. Success can be attributed to its consistent file transfer and ability to avoid congestion. Congestion occurs in a network when routers cannot handle the incoming data, leading to buffer overflows and the subsequent loss of data packets. Congestion can only be eased by reducing the number of users on the network. The Transmission Control Protocol (TCP) congestion protocol is predicated on the definition of a congestion window that regulates the pace at which packets are transferred from a sender to a receiver, as well as a mechanism for dynamically adjusting the size of this window to account for changes in network conditions. The plan is to gradually raise the rate (by adding to it) when things are going well, and to drop it (by multiplying it) when anything goes wrong. TCP's congestion control techniques are described in greater depth in RFC-2581.
Because of this, the congestion management mechanism hypothesizes that packet losses result from buffer overflows, and it does a decent job of preventing these losses in wired networks. Errors in the link, such as signal fading, are a more likely source of data loss in wireless connections. When experiencing congestion, TCP slows down consistently and cannot tell the difference between link errors and losses. When there is no congestion, this reduction is unwarranted, resulting in a lower than possible TCP throughput over a wireless channel. A number of reports, for instance [14], have pointed out the problematic nature of TCP over a wireless link.

3. The proposed machine learning approach

One easy way to improve TCP's throughput over wireless links is to stop it from slowing down in response to link errors. Consideration of one of the end systems (either the sender or the receiver) with an algorithm that can determine the source of a packet loss using just information available at that end system. If the loss is identified as a congestion loss, the modified procedure will merely split its congestion window. If that's not the case, the congestion window will stay the same. Several heuristics and analytical derivations (such as in Veno [8] or Westwood [13]) have been offered as crude classification rules for losses. To automatically construct a classification model for loss causes, we propose in this research to apply supervised machine learning techniques. Using a database derived from simulations of random network topologies, this model will take as inputs statistics generated on packets received by the sender or by the receiver.

Two specific restrictions should be considered while selecting a classifier to ensure the application's practical feasibility and usefulness. First, it is important to keep in mind that the processing time to create a prediction and the computer resource needed to save the model are not to be ignored when doing classifications in real time. Second, any new protocol needs to be TCP-Friendly ([11]) due to TCP's widespread use in modern networks. Sharing the network with TCP, a TCP-friendly protocol allows TCP to achieve throughput comparable to that achieved while competing with another TCP under the same conditions. In [5], we demonstrate that an upper bound on the misclassification error on congestion losses that guarantees TCP friendliness can be derived analytically. The formula for this limit is as follows (1) where ErrC is the likelihood of incorrectly labelling a congestion loss as a link error loss, RTT is the round-trip-time and p is the actual loss rate, i.e., the proportion of dropped packets regardless of the reason. Given that this bound is dynamic and depends on the current RTT and p values, we will dynamically adjust the classifier to guarantee TCP compatibility. Each observation xi, yi > of our learning sample will be an input/output pair, with xi representing some variables characterizing the state of the network at the time of the loss and yi representing either C to denote a loss due to congestion or LE to denote a loss due to a link error. In order to create the database2, we ran simulations using a net-1 the interval between the transmission of a packet and its acknowledgement by the recipient. You may get the database online at http://www.montefiore.ulg.ac.be/eurts/publications/BD-Fifo.dat.gz [12]. A ns-2 work simulation platform.

Our loss observations have been generated using the following method: After a random generation of the network architecture, the network is simulated for some period of time with equally random generation of traffic. All losses that have occurred throughout this time period are recorded in the database at the conclusion of the simulation. We have collected 35,441 losses (22,426 of which are congestion-related) across over a thousand randomly generated network topologies for our investigation.

Only by collecting statistics on packet departure and arrival times can we anticipate a congestion at the end system (sender or receiver). To define our inputs, we have calculated a variety of statistics connecting the one-way delay to the inter-packet time of several packets in the vicinity of the loss. This yields a total of forty numerical input variables.

This report defines the different remote security dangers to wireless system and conventions at present accessible like wired equivalent privacy (WEP), Wi-Fi protected access (WPA) and Wi-Fi protected access2 (WPA2). WPA2 is more security convention as compared to Wi-Fi protected access (WPA) it utilizes the Advanced Encryption standard (AES) encryption [14].

4. Machine learning techniques

We suggest a comparison of the following machine learning methods in this investigation:

A forest of choices. The primary benefit of this approach is the speed with which we can compute a prediction, as pruned trees are typically relatively tiny. We've relied on the tried-and-true CART algorithm
from [4] to construct our decision trees. Groups of decision methods is to enhance a learning process by first learning multiple models and then combining their predictions. We conducted an experiment in which four different ensemble approaches for decision trees—Bagging [2], Random forests [3], Boosting [7], and Extra-trees [10]—were pitted against one another. These procedures have all been utilized in their standard parameter settings. The use of simulated brains or ANNs. While this strategy typically yields more accurate models than decision trees, it is also significantly more time- and resource-intensive to implement. We have employed multilayer perceptron' soptimized with Levenberg-Marquardt [1] in our tests. The k-Nearest Neighbors. The major problem of this approach is that it requires storing the whole learning sample and computing a prediction is quite computationally intensive. As was mentioned previously, one crucial feature of the selected classifier is the ability to dynamically tune its error on congestion losses to guarantee TCP-friendliness. Despite their names, all of these techniques do more than just make a classification guess for each x value; they also provide an estimate of the conditional probability of each class (C or LE) given those inputs. Congestion losses are identified in the two-class scenario when the probability estimate P(C|x) is greater than 0.5.

The misclassification probability of each class can be modified, and our classifier retuned, by setting the threshold Pth to a value other than 0.5. Using receiver operating characteristic (ROC) curves (for an introduction, see [6]) provides a logical technique to evaluate our models regardless of the value of Pth. For each setting of the threshold Pth, the true positive rate and false positive rate of a given class (between two classes) are plotted on a receiver operating characteristic (ROC) curve. We shall refer to the probability of incorrectly identifying a link error loss as the false positive rate, represented by ErrLE, and the genuine positive rate as 1 ErrC. Although ROC curves are two-dimensional, the area under the ROC curve (AUC) is a common one-dimensional summary of a ROC curve that is commonly used to compare classifiers; we will use this measure to rank our packet loss classifiers as well. The algorithms for calculating ROC curves and AUC are described in [6], precision and processing speed. In terms of accuracy and efficiency, boosting is the best ensemble method. The results of two ad hoc categorization rules proposed in the networking literature in the context of two extensions of TCP for wireless networks, Veno [8] and Westwood [13], are also included in Table 1 for comparison. These rules provide outcomes that are drastically inferior to those produced by machine learning algorithms. This demonstrates the need for and interest in a machine learning approach to this application, both for the purpose of enhancing current classifiers and for the purpose of evaluating their accuracy. The improved protocol has been simulated.

5. Experiments
We have split the database into two parts, a learning set of 25,000 cases and a validation set of the remaining 10,441 examples, so that we can accurately quantify the error of each model. With each approach, a classification model is constructed using the training sample, and then its ROC curve, AUC, and error rate are assessed using the validation sample. Table 1 and Figure 1 show comparisons of the strategies using these criteria. In Table 1, we also detail how long it takes for each technique to correctly categorise the validation data. To implement ensemble methods, we construct T = 25 trees. All ensemble approaches have similar ROC curves, hence we just show the boosting findings in Figure 1. Using a leave-one-out cross-validation procedure, we found that the optimal value for k in the k nearest neighbors is 7. Several structures with ten to fifty neurons per layer were tested with various numbers of layers for the MLP. Results with two layers of 30 neurons are shown exclusively in Table 1.

The outcomes are respectable, considering the variety of network topologies included in the dataset. Even though its AUC is poor, the decision tree is the quickest way to generate a forecast. Though its AUC is higher than that of the decision tree, the k-NN's ROC curve performs poorly for low values of ErrC, which is of particular interest in this application. The longest processing periods are also associated with this technique. In terms of accuracy, MLP is superior to both approaches, however it still lags ensemble methods.

Table 1. Comparison of different ML methods
<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>Error(%)</th>
<th>Time(msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>0.942</td>
<td>8.92</td>
<td>150</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.979</td>
<td>6.65</td>
<td>650</td>
</tr>
<tr>
<td>Randomforest</td>
<td>0.982</td>
<td>6.48</td>
<td>600</td>
</tr>
<tr>
<td>Extra-trees</td>
<td>0.981</td>
<td>6.91</td>
<td>940</td>
</tr>
<tr>
<td>Boosting</td>
<td>0.984</td>
<td>6.34</td>
<td>570</td>
</tr>
<tr>
<td>MLP</td>
<td>0.976</td>
<td>7.67</td>
<td>1680</td>
</tr>
<tr>
<td>k-NN</td>
<td>0.954</td>
<td>10.16</td>
<td>316,870</td>
</tr>
<tr>
<td>Veno</td>
<td>0.726</td>
<td>34.52</td>
<td>-</td>
</tr>
<tr>
<td>Westwood</td>
<td>0.662</td>
<td>41.54</td>
<td>-</td>
</tr>
</tbody>
</table>

**Figure 1. Comparison of the ROC curves of different ML methods**

**Conclusions**

In this work, we demonstrate how machine learning can be used to alleviate congestion issues at the FNRS, Belgium. To enhance TCP, we propose the following application of the boosting classifier. After each loss, the current (estimated) values of RTT and p are used to calculate the smallest value of Pth that satisfies (1). The loss is then classified using an ensemble of trees and this Pth value. When congestion is suspected to be the root cause of a loss, TCP continues to function normally. Otherwise, the congestion window remains unchanged.
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