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Abstract:  Obese individuals have a high possibility of developing Cardio Vascular Disease (CVD), which should be because of an 

alteration in the Autonomic Nervous System (ANS) .Heart  Rate  Variability  (HRV) can be utilized to recognize the progressions 

in ANS movement. An HRV is a device to gauge the ANS action utilizing linear and non- linear HRV features. In this paper, we 

address the impact of weight on ANS utilizing HRV parameters. At first, two sets of twenty counts are taken; one set contains 

obesity and one more set is non-obesity regardless of gender, between the ages of 20 to 50. The measurably massive distinction 

between the two sets was noticed using the Independent t-test. Measurable consequences of the review show the sympathovagal 

imbalance because of reduced parasympathetic movement. To come up with exact outcomes, we executed deep learning techniques. 

This paper essentially represents two best profound learning calculations: RNN (Recurrent Neural Network) and LSTM (Long 

Short-Term Memory). The experimental results show that the LSTM expectation impact is superior to RNN in terms of recognizing 

CVD. 

 

Index Terms - Deep learning, RNN, LSTM, CVD, ANS. 

I. INTRODUCTION 

Heart disease currently affects a huge number of people worldwide and is a common place ailment in the human body. Every 

year, a large number of people in what are considered developed nations like the USA and India are also impacted by this 
disease. According to study, heart disease is caused by a prolonged period of living an unbalanced lifestyle and engaging in 
numerous types of bodily activity. .Based on symptom patients are worried and ready to take an immediate treatment at hospital 

with various tests and therapy’s even though could not find right problem at that situation, still are paying more money to 
identify the correct disease. So it is lack of awareness to identify the heart disease [11–13]. In this research, we are trying to 
get good results with maximum accuracy to identify heart problem immediately. 

In these period most of the people suffer with obesity. According to the definition of obesity, an excessive buildup of 
body fat causes chronic disorders including hypertension, cardiovascular disease (CVD), myocardial infarction (MI), and 
diabetes. Obesity and CVD are strongly correlated, according to research [1, 8]. According to the study’s findings, 

obesity increases the risk of CVD and autonomic activity imbalance [2]. The body’s control system, the autonomic 
nervous system (ANS), is responsible for maintaining homeostasis in most cases. The internal organs, blood arteries, and 
glands are all regulated by the ANS. It has two branches: the parasympathetic nervous system and the sympathetic nervous 
system (PNS). In contrast to the PNS, which controls the rest and digest response, the SNS mobilizes the body to supply 

energy for the fight-or-flight reaction. The vagal nerve acts as a mediator between the autonomic nervous system and the 
heart, and HRV quantifies this effect [9]. Heart rhythm alterations are impacted by even the slightest ANS changes. An 
electrocardiogram’s HRV is a fluctuation in the RR interval (ECG). As a result, HRV may be the most significant and 

non-invasive technique to research how obesity affects the ANS. Obesity substantially reduced HRV, which raised the risk of 
CVD [2, 3]. HRV characteristics, both linear and non-linear, can be used to model changes in the key organs that the ANS 
regulates in the body. Deep learning has currently gained widespread acceptance and has been successfully used in all 

facets of modern life. In the medical era, there are also effective deep learning applications applied, such as illness risk 
prediction based on medical data, as a diagnostic tool is accessible to help doctors detect the condition [10]. In order to help 
clinicians diagnose patients, increase the precision of pathological diagnosis, and enhance the quality of health care, deep 
learning may be applied to medical data. The two fundamental ideas of both the RNN and LSTM deep learning algorithms 
are introduced in this article. 

It is built a prediction model using two different deep learning networks. A unique RNN network is the LSTM 
network (Long Short-Term Memory). According to World Health Organization (WHO) recommendations, BMI is used to 
assess obesity. BMI is computed using the formula BMI = Weight (kg)/Height (m2) [4]. Subjects are classified as normal 
or non-obese if their BMI is between 18 and 25 kg/m2, and as obese if it is greater than 30 kg/m2 [5, 6]. The structure of 

this paper is as follows: Section II introduces the methodology, the obesity criteria, the statistical t-test, and the deep-learning 
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algorithm; Section III discusses the results of the statistical and machine learning techniques; Section IV discusses the 
findings and conclusion; and Section VI discusses references. 

 

II. PROPOSED METHOD 

A heart disease sample with 13 columns and 7000 rows is acquired from Kaggle [7]. Each column has distinct qualities and 
influences heart disease either directly or indirectly. We tested and predicted using all features. This dataset has only one class 

label and remaining all attributes. All features based on age and gender, gender is considered as 1 and 2 for women and men 
respectively. Based on data set, we considered as smoking record, blood pressure, glucose, cholesterol, Physical activity, 
blood pressure. Some records are categorized with a 0 or a 1, where 0 and 1 denote absence and presence, respectively. 

 
Table 2.1: Sample Data Set for Heart Disease 

Id age gender height Weight ap_hi ap_lo cholesterol gluc Smoke alco active cardio 

0 18393 2 168 62 110 80 1 1 0 0 1 0 

1 20228 1 156 85 140 90 3 1 0 0 1 1 

2 18857 1 165 64 130 70 3 1 0 0 0 1 

3 17623 2 169 82 150 100 1 1 0 0 1 1 

4 17474 1 156 56 100 60 1 1 0 0 0 0 

8 21914 1 151 67 120 80 2 2 0 0 0 0 

9 22113 1 157 93 130 80 3 1 0 0 1 0 

12 22584 2 178 95 130 90 3 3 0 0 1 1 

13 17668 1 158 71 110 70 1 1 0 0 1 0 

14 19834 1 164 68 110 60 1 1 0 0 0 0 

 
 

Recurrent Neural Network (RNN) 

The major use of recurrent neural networks is the processing of sequential input. To handle long-standing behaviors more 
effectively, long- and short- term memory networks are utilized. Recurrent neural networks are made with hidden state usage 
in mind. Each concealed layer selectively forgets certain information while storing other information. In this regard, it is 
possible to extract the sequence’s data properties and data changes. In addition to text processing, RNN is also often employed 

in the areas of sentiment analysis, speech recognition, machine translation, text generation, and video behavior detection. As 
a result, we used the RNN modeling approach in this article to forecast the risk of cardiac illnesses. 

 

Long Short Term Memory (LSTM ) 

In the RNN layer, these connections are employed between neurons. Net- works have the ability to alter the before-and-

after data sequence law, and it is simple to mine internal data sequence laws. Speech recognition and machine translation 
are two applications of sequence data processing where RNN is often utilized. However, there are certain issues with this 
model as well. The problem of gradient disappearance or gradient explosion cannot be avoided when data is transferred 

backward, which restricts the processing of long-term relationships. By including several specialized computational nodes in 
the RNN’s hidden layer, the LSTM network  modifies  the  way  gradients are sent during back propagation, significantly 
slowing the issue of gradient disappearance or explosion. 

 

Statistical analysis 

The definition of a two-sample T-test is a statistical hypothesis testing method that compares the means of two distinct 
populations using two independent samples. When the standard deviations of the populations being compared are unknown 
and the sample size is limited, the two-sample T-test is employed. When two samples are independent and have normal 
distributions, the two- sample T-test is employed. You require two independent samples in order to use the two-sample T-

test as explained in this work. The following formula may be used to estimate the difference between the means of two 
sets: 

𝑡 =
(𝑥̅1 − 𝑥̅2) − (𝜇1 − 𝜇2)

√
𝑆1
2

𝑛1
+

𝑆2
2

𝑛2

 

 

Difference in population means = Difference in sample means +/- T* standard error  
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III.  RESULTS AND DISCUSSION 

A statistical t-test is used cholesterol and then comparing the averages of two separate populations (males and 
females). 

 

Male population:  
N1: 452  
df1 = N - 1 = 452 - 1 = 451  

M1: 1.37  
SS1: 203.04  
s21 = SS1/(N - 1) = 203.04/(452-1) = 0.45  
 

 
Female population:  
N2: 248  

df2 = N - 1 = 248 - 1 = 247  
M2: 1.39  
SS2: 118.84  

s22 = SS2/(N - 1) = 118.84/(248-1) = 0.48  
 
 
The t-value is -0.36972. The p-value is 0.355851. The result is not significant at p 0.05. 

 
Obesity is a heart condition that is brought on by a lifetime of poor eating, lifestyle choices, and environmental 
factors. Recurrent neural network and Long short - term memory heart disease risk prediction model as shown in 

Fig.1. 
 

Fig. 1 Risk prediction model for Heat Disease based on RNN and LSTM 

 
 
 

In this study, 7000 randomly chosen people served as experimental samples, of which 1400 served as test sets and 
5600 as training sets. For training and prediction, LSTM models and RNN models are employed. Fig.2. displays 
the RNN and LTSM loss function's changing curve. 
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Fig.2: Risk prediction model for Heat Disease based on RNN and LSTM 
 
 
In the training data set, the LSTM model converges more quickly than the RNN model, with smaller loss function 

values and greater accuracy. Fig.3. displays the findings as the prediction accuracy of the two models is compared. 
 

Fig.3:  Risk prediction model for Heat Disease based on RNN and LSTM 

 
 

IV. CONCLUSION 

In this study, an RNN and LSTM-based risk prediction model for heart disease was developed. According to 
experimental findings, LSTM has a prediction impact that is 95% more accurate than typical RNN networks. In 
order to prevent, intervene with, and manage diseases, disease risk prediction refers to the identification of 

prospective hazards and trends of diseases. Finding possible risks and trends of illnesses before doctors detect 
them and then taking action to prevent and treat them are the ideal goals of disease risk prediction in medicine. 
Additionally, this model provides improved accuracy, and users may conduct tasks from a system and get 

awareness of their present heart disease condition by utilizing these models. In the future, we intend to employ 
Auto Encoders and Generative Adversarial Networks models to provide effective outcomes that will assist 
individuals reduce their chance of developing heart disease. 
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