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ABSTRACT 

The great majority of contemporary computer systems use the IEEE Standard for Floating-Point Arithmetic (IEEE 754), 

which has been the industry standard for floating-point arithmetic for many years. Recently, posit (Type III unum), a new 

number representation format, has been suggested as an alternative to the widely used IEEE 754 arithmetic. John L. 

Gustafson says this new format may deliver superior accuracy utilizing equal or less bits and simpler hardware than 

current standard. This undergraduate thesis analyses and contrasts the innovative posit number format's qualities and 

properties with the accepted practice for floating-point numbers (floats). We concentrate on assessing if posits would be a 

good "drop-in replacement" for floats based on claims made in the literature. First we propose a low-level design for posit 

arithmetic multiplier using the Xilinx tool to generate synthesizable HDL code which helps in the case of only unsigned 

numbers of multiplication. Where as in the practical, we need to focus on both signed and un-signed numbers. So here we 

proposed a new technique called RoBA (Rounding Based Approximate) multiplier which helps in reducing the area, delay 

and power by 10%, 40% and 54% respectively. To conclude this work, we propose a low-level design for posit arithmetic 

(signed and un-signed) RoBA multiplier using the Xilinx tool to generate synthesizable HDL code.  Designed using 

XilinxISE14.7 software. 

Keywords: Computer arithmetic, Floating point, Posit number system, Numerical error, RoBA Multiplier. 

 

INTRODUCTION  

Figure following depicts the parameterized datapath of the suggested posit multiplier. Posit component extraction, 

mantissa multiplier, final adder and normalisation, posit component packing, and rounding are all included in the critical 

route. The sign and exponent are treated independently as well. A modified Booth multiplier with bit radix-4 is what the 

mantissa multiplier is. Two adjustments are made in the suggested design to prevent pointless signal tripping and lower 

power usage. The first modification is the production of the mantissa multiplier's control signal, which only enables the 

relevant portions of the multiplier. The breakdown of the mantissa multiplier is the second change, and the control signal 

controls each of the small portion. 

Advantages of Project: 

The multiplier structure was designed with Less area and it consumes less power 

For completing the design of our multiplier, we need a control signal. We divide the 16-bit digit input into four parts as 

already mentioned above. To generate Control Signal for both the inputs, one has to identify the position in where the 

binary digit ‗1‘ makes its appearance. After discovering the position of 1, comparison of the divided subgroups and our 

input digit is performed. 
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Fig.1. Flow for Proposed Posit multiplier 

According to that grouping, we generate the control signal for both inputs. This in turn implies the selection of smaller 

multiplier which we need to use for the process. All in all we sum-up the use of control signal to select the smaller 

multiplier we have partitioned for the operation. 

 

Existing System 

The IEEE-754 standard describes how to store, format and compute with real-valued numbers. The current version 

supports five different widths, ranging from the small 16-bit half-precision format, all the way up to a 256-bit octuple 

precision format. The width of the format largely depends on the application at hand; deep-learning training is performed 

using single-precision while image manipulation often allows for a reduction in precision. Some applications, such as 

GROMACS, even mix different precisions for performance reasons. 

Disadvantages: 

It occupies more Area 

It consumes more power 

 

PROPOSED METHOD 

In addition to the image and video processing applications, there are other areas where the exactness of the arithmetic 

operations is not critical to the functionality of the system. Being able to use the approximate computing provides the 

designer with the ability of making tradeoffs between the accuracy and the speed as well as power/energy consumption. 

Applying the approximation to the arithmetic units can be performed at different design abstraction levels including 

circuit, logic, and architecture levels, as well as algorithm and software layers. The approximation may be performed using 

different techniques such as allowing some timing violations (e.g., voltage over scaling or over clocking) and function 

approximation methods (e.g., modifying the Boolean function of a circuit) or a combination of them. In the category of 

function approximation methods, a number of approximating arithmetic building blocks, such as adders and multipliers, at 

different design levels have been suggested. In this paper, we focus on proposing a high-speed low power/energy yet 

approximate multiplier appropriate for error resilient DSP applications. The proposed approximate multiplier, which is 

also area efficient, is constructed by modifying the conventional multiplication approach at the algorithm level assuming 

rounded input values. We call this rounding-based approximate (RoBA) multiplier. The proposed multiplication approach 

is applicable to both signed and unsigned multiplications for which three optimized architectures are presented. The 

efficiencies of these structures are assessed by comparing the delays, power and energy consumptions, energy-delay 

products (EDPs), and areas with those of some approximate and accurate (exact) multipliers. The contributions of this 

paper can be summarized as follows: 1) presenting a new scheme for RoBA multiplication by modifying the conventional 

multiplication approach; 2) describing three hardware architectures of the proposed approximate multiplication scheme for 

sign and unsigned operations. 

The main idea behind the proposed approximate multiplier is to make use of the ease of operation when the numbers are 

two to the power n (2n). To elaborate on the operation of the approximate multiplier, first, let us denote the rounded 
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numbers of the input of A and B by Ar and Br, respectively. The multiplication of A by B may be rewritten as 

 

 
 

The key observation is that the multiplications of Ar × Br, Ar ×B, and Br ×A may be implemented just by the shift 

operation. The hardware implementation of (Ar − A) × (Br − B), however, is rather complex. The weight of this term in 

the final result, which depends on differences of the exact numbers from their rounded ones, is typically small. Hence, we 

propose to omit this part, helping simplify the multiplication operation. Hence, to perform he multiplication process, the 

following expression is used: 

 
In this approach, the nearest values for A and B in the form of 2n should be determined. When the value of A (or B) is 

equal to the 3 × 2p−2 (where p is an arbitrary positive integer larger than one), it has two nearest values in the form of 2n 

with equal absolute differences that are 2p and 2p−1. While both values lead to the same effect on the accuracy of the 

proposed multiplier, selecting the larger one (except for the case of p = 2) leads to a smaller hardware implementation for 

determining the nearest rounded value, and hence, it is considered in this paper. 

It originates from the fact that the numbers in the form of 3 × 2p−2 are considered as do not care in both rounding up and 

down simplifying the process, and smaller logic expressions may be achieved if they are used in the rounding up. The 

only exception is for three, which in this case, two is considered as its nearest value in the proposed approximate 

multiplier. 

 
 

Block Diagram for the Hardware Implementation of the ROBA Multiplier 

 

 

 

It should be noted that contrary to the previous work where the approximate result is smaller than the exact result, the final 

result calculated by the RoBA multiplier may be either larger or smaller than the exact result depending on the magnitudes 

of Ar and Br compared with those of A and B, respectively. Note that if one of the operands (say A) is smaller than its 

corresponding rounded value while the other operand (say B) is larger than its corresponding rounded value, then the 

approximate result will be larger than the exact result. This is due to the fact that, in this case, the multiplication result of 

(Ar − A) × (Br − B) will be negative. Since the difference between them is precisely this product, the approximate result 

becomes larger than the exact one. Similarly, if both A and B are larger (or) both are smaller than Ar and Br, then the 

approximate result will be smaller than the exact result. Finally, it should be noted the advantage of the proposed RoBA 

multiplier exists only for positive inputs because in the two‘s complement representation, the rounded values of negative 

inputs are not in the form of 2n. Hence, we suggest that, before the multiplication operation starts, the absolute values of 

both inputs and the output sign of the multiplication result based on the inputs signs be determined and then the operation 

be performed for unsigned numbers and, at the last stage, the proper sign be applied to the unsigned result. 
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SIMULATION RESULTS 

RTL SCHEMATIC 

 
 

Internal block diagram 

 
Area 

 
Delay 

 
Power 
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Simulation results 

 
 

Comparison 

Parameters Existing Proposed 

Area 144 Luts 130 Luts 

Power (w) 0.143 0.065 

Delay 8.806 ns 5.232ns 

 

 

CONCLUSION 

We proposed a high-speed yet energy efficient approximate multiplier called RoBA multiplier. The proposed multiplier, 

which had high accuracy, was based on rounding of the inputs in the form of 2n. In this way, the computational intensive 

part of the multiplication was omitted improving speed and energy consumption at the price of a small error. The proposed 

approach was applicable to both signed and unsigned multiplications. 

 

FUTURE SCOPE 

An Aging-aware variable-latency multiplier design with the AHL. The multiplier is able to adjust the AHL to mitigate 

performance degradation due to increased delay. The experimental results show that our proposed architecture from 4bit to 

16bit multiplication with Booth as last stage instead of Normal RCA adder it will decrease the delay and improve the 

performance compared with previous designs. 
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