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Abstract 

Agriculture is also encountering growing difficulties 

associated with climate change variability, crop 

diseases, inefficient resource management, and 

unpredictable market prices. It is evident that farmers 

are encountering difficulties from scattered sources of 

information, resulting in tardy decisions and economic 

losses. This article introduces Smart Agriculture 

Advisory Website, an Artificial Intelligence-assisted 

decision-support tool that integrates comprehensive and 

contemporary agricultural recommendations. It makes 

use of Convolutional Neural Networks (CNNs) for leaf 

image analysis to detect crop diseases, machine learning 

techniques for soil-based crop and fertilizer 

recommendations, and Long Short-Term (LSTM) 

models for predicting agricultural commodity prices. 

Combining soil information, weather patterns, crop 

health analysis, and market dynamics, this system 

provides customized day-by-day action plans through an 

interactive web-based interface. This innovative tool is 

envisioned to boost agricultural production, eliminate 

wastage of resources, and promote sustainable 

agricultural practices to ensure improved food security. 

Index Terms: 

Precision Agriculture, Deep Learning (CNN), LSTM, 

Soil-Based Recommendation, Agricultural Analytics, 

Food Security 

 

INTRODUCTION 

Agriculture remains the backbone of food security on the 

planet, sustaining more than 7.9 billion people thereby 

accounting for the usage of around 26% of the global 

workforce. Nevertheless, present-day agricultural 

practices have become more complex, requiring superior 

decision-making skills on the part of farmers. A farmer is 

required to deal with various interconnected factors at 

the same time, such as soil quality, uncertain climatic 

conditions, changing patterns of pests & diseases, 

resource management, & market trends. Though the 

conventional methods followed by farmers are based on 

experience, knowledge, & problem-solving skills, these 

methods are insufficient to tackle the complexities 

involved in the profession. 

The complexity of farming has increased with a number 

of interconnected challenges. Climate change has 

brought unpredictability and variability in the weather, 

with more frequent occurrences of extreme weather 

conditions. Resource limitations, especially water and 

arable land, are demanding correct optimization, unlike 

farming practices in general. 

 

The world population is expected to increase its count 

to 9.7 billion in 2050, thus requiring a 70 percent 

increase in food production, along with a reduction in 

environmental effects, all at once. There are economic 

challenges of fluctuating prices and increasing farming 

inputs as well. 

 

There is a critical level of fragmentation in the current 

agricultural advisory services. A farmer currently gets 

the services of different agents, including disease 

diagnosis, soil testing, weather conditions, and market 

prices. Several problems arise in this disorganized 

environment, including making late decisions in search 

of the required information, making suboptimal 

decisions as the analysis is not comprehensive, wasting 

resources through inaccurate application, and incurring 

losses through inappropriate market timing. There is an 

estimated 15 to 20 hours per crop season lost by 

farmers in gathering and assembling the different bits 

of information. 

 

The advent of artificial intelligence and machine 

learning technology brings radical change to the realm 

of farming. Deep learning algorithms have the 

capability to classify complex images to determine crop 

diseases to the level of human expertise. Algorithmic 

models have the capability to analyze past and present 

conditions to determine optimal plantation schedules, 

water irrigation, and harvest seasons. Recommendation 

algorithms have the capability to analyze multi- 

dimensional variables to suggest crop type and 

application strategies based on the conditions. Still, 

these technologies are not in the reach of regular 

farmland owners but are restricted to research or lab- 

bound implementation or are segmented to lack a 

comprehensive perspective. 

 

Such an important gap exists in Smart Agriculture 

Advisor, which incorporates multiple AI capabilities 
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into one single and user-friendly platform. The system 

integrates three main functionalities representing the 

three priority agricultural decisions: image-based CNN 

classification for disease diagnosis, soil-based crop and 

fertilizer recommendations for resource optimization, 

and commodity price analysis for financial planning. 

Thus, by consolidating these capabilities, the platform 

seamlessly converts fragmented data points into 

integrated and actionable strategies that farmers can 

now move out and effect against. 

This research covers the entire development life cycle 

of an integrated agricultural decision support system, 

from problem analysis through architecture design to 

implementation, testing, and performance evaluation. 

The proposed system represents a practical application 

of machine learning to solve real-world agricultural 

challenges by showing how modern technology can 

democratize access to expert-level agricultural 

knowledge while being friendly to users with minimal 

technical expertise 

PROBLEM STATEMENT 

The agricultural sector in general has a primal problem: 

the increased complexity of agricultural management 

exceeds the means that can be devoted to those tasks. 

Contemporary agriculture provides a challenging 

environment marked by unpredictability and 

uncertainty. Soil nutrients constantly change over the 

agricultural seasons because of crop uptake, leaching, 

and decomposition. Climate changes are erratic in 

terms of unpredictability. There are changes in pest and 

disease pressures that constantly evolve. There are 

emergent and highly efficient strains of pests and 

diseases. Commodity markets are global and are 

governed by worldwide economic conditions. It is 

difficult to predict agricultural prices. 

 

Information Fragmentation and Decision Paralysis 

The information environment for agriculture today is 

inherently fragmented. For agricultural farmers who 

need holistic information on crop management, they 

have to search through this disparate information 

environment: Disease Diagnosis: The diagnosis 

involves visual observation by either the farmer himself 

or by consulting agricultural extension officers. 

However, this technique has some drawbacks. The 

visible signs may only appear on the plant once it has 

progressed to an advanced stage. It demands 

specialized knowledge and may result in 

misinterpretation and consequent poor treatment. 

Extension services are usually understaffed to respond 

to requests from farmers for farm visits. The gap 

between observing symptoms and consulting experts 

can take days and weeks, during which the disease 

progresses and results in worsening damage. 

Soil Testing and Fertilizer Recommendations: 
Traditional soil testing involves farmers extracting soil 

samples, analyzing them at laboratories, interpreting 

the 

scientific data, and making fertilizer treatments 

based on the information obtained. This takes an 
average of 7-14 days at an estimated cost of $20- 
50 per soil sample. Soil analysis demands 
knowledge of chemicals that plants need for 

growth, which the farmer does not possess. 
General fertilizer programs do not consider the 
nutritional needs of the crops or the cost 
constraints faced by the farmer. 

Resource Optimization Challenges 

Agricultural inputs-seeds, fertilizers, pesticides, water-are 

major expense factors in farming operations, constituting as 

much as 40-60% of farming costs. Poor application of inputs 

leads to a double negative impact: economic inefficiency and 

environmental degradation. Lacking precise guidance, 

farmers lean toward a conservative approach of over- 

application to minimize perceived risk, hence leading to 

wasted resources, higher costs, nutrient runoff causing water 

pollution, soil degradation due to chemical accumulation, and 

poor crop quality arising from excessive inputs. 

The cardinal challenge is to estimate the right input at 

the right time in the right quantity for particular field 

conditions. This calls for the integration of soil 

chemistry information, crop nutrient input 

requirements at each stage, and weather conditions that 

may impede or support nutrient uptake, all into an 

economic cost-benefit analysis framework. No tool is 

integrating this at the farm-specific level for farmers 

presently. 

 

Economic Vulnerability 

Agricultural profitability is not only a matter of 

production efficiency but also of market timing. 

Perhaps the most crucial decision for farmers is 

whether to sell immediately at harvest or store produce 

in hopes of higher prices later. Decisions on immediate 

sale or storage are based on an analysis of current 

market prices, past trends in prices for the crop and 

season, costs of storage and post-harvest losses, 

regional supply forecasts, and cash flow requirements. 

In the absence of effective predictive tools, farmers can 

make very wrong choices. The timings of immediate 

post-harvest sales coincide with peak market supply 

and, therefore, low prices, while longer periods of 

storage without price certainty invite spoilage and 

costs of storage that outweigh any gains in prices. 

Digital Divide and Tool Accessibility 

Although several agricultural technologies are 

currently in existence, they are out of reach for the 

majority of the farmers who would greatly benefit 

from them. High-quality models for disease diagnosis 

are found in scientific journals but in applications that 

are useful for farmers. Precision agriculture 

applications can be expensive and may necessitate the 

use of high-priced sensors or be in areas that are 

beyond the understanding of farmers. General advisory 

applications may provide information for a whole 
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region but are not tailored for specific farms. However, 

none combine disease diagnosis and financial 

prediction. 

The central question this study seeks to answer is: How 

might an overall platform involving AI be developed 

that integrates disease diagnosis, resource 

management, and market forecasts into 

recommendations that are relevant to farmers with no 

technical background? 

 

Speed: Decision support must be provided in real-time 

or near real-time. 

To address this challenge, it is necessary to work on a 

solution that involves an integrated system architecture 

that combines different data and different AI models 

into a coherent plan of action based on an individual 

farm. 

BACKGROUND AND RELATED WORK 

Evolution of Agricultural Technology 

The agriculture sector has witnessed several 

technological revolutions in the course of human 

history. The mechanization revolution of the early 20th 

century relied on machinery to replace manual 

working, thereby expanding the scale. The Green 

Revolution of the 1960s and 1970s relied on high- 

yielding crop varieties, chemical fertilizers, and 

pesticides to increase food production. The current 

precision agriculture revolution started in the 1990s 

and relies on GPS-guided equipment to facilitate 

precise applications during farming. 

The ongoing digital agriculture transformation is the 

fourth agricultural transformation, which has been 

driven by digital technologies such as artificial 

intelligence, machine learning, and cloud computing. 

The digital technology for agriculture has the potential 

to boost agricultural productivity by between 20-30% 

and lower environmental impact by between 15-25% 

on a global basis. Nevertheless, currently, digital 

agriculture technology has largely been utilized on 

large-scale farming by developed countries, while 

small-scale farmers account for 70% of food produced. 

Machine Learning in Agriculture: A Literature 

Review 
 
Crop Disease Detection Using Deep Learning 
Plant disease detection has emerged as one of the most 

successful applications of computer vision in 

agriculture. Traditional diagnostic methods rely on 

expert visual inspection, which is time-consuming, 

expensive, and limited by expert availability. Deep 

learning approaches, particularly Convolutional Neural 

Networks (CNNs), have demonstrated remarkable 

capabilities in image-based plant disease classification. 

Pioneering work by Mohanty et al. trained a deep CNN 

on 54,306 images of healthy and diseased plant leaves, 

achieving 99.35% accuracy in identifying 38 different 

disease classes across 14 crop species in controlled 

laboratory conditions. While laboratory accuracy proved 

impressive, real-world deployment revealed challenges: 

lighting variations, background complexity, multiple 

simultaneous diseases, and early-stage symptom subtlety 

reduced field accuracy to 85-90%. 

Subsequent research focused on improving real-world 

robustness. Transfer learning approaches using pre- 

trained models (VGG16, ResNet50, Inception) reduced 

training data requirements while maintaining high 

accuracy. Data augmentation techniques simulating field 

conditions improved model generalization. Attention 

mechanisms helped models focus on relevant leaf 

regions rather than background clutter. Ensemble 

methods combining multiple model architectures 

improved overall reliability. 

 

Crop and Fertilizer Recommendation Systems: 

Soil-based crop selection has been addressed through 

various machine learning approaches. 

Decision tree and random forest algorithms have proven 

particularly effective due to their interpretability— 

farmers can understand why specific crops are 

recommended. These systems typically use soil 

parameters (NPK levels, pH, organic matter content), 

climatic data (temperature, rainfall, humidity), and 

historical crop performance to generate 

recommendations. 

Kumar et al. developed a crop recommendation system 

using Random Forest classification achieving 88% 

accuracy across 22 different crops. The system 

incorporated soil chemistry, weather patterns, and 

market prices into the recommendation logic. However, 

the study focused on regional-level recommendations 

rather than field-specific guidance, limiting 

personalization. Fertilizer recommendation systems 

traditionally relied on rule-based expert systems 

encoding agronomic knowledge. Modern machine 

learning approaches learn optimal fertilization strategies 

from historical data, accounting for crop type, growth 

stage, current soil nutrient status, and target yield. 

Regression models predict required nutrient quantities, 

while classification models suggest appropriate fertilizer 

types. A major drawback of such systems is that they do 

not incorporate economic optimization. In fact, most 

recommendation systems aim to optimize revenue 

without taking into account production costs. These 

systems may recommend very costly plans to farmers 

with little improvement to profits. Very few systems 

offer cost vs. benefit information to farmers. 

 

Agricultural Price 
Commodity price forecasting still ranks among the 

different agricultural forecasting tasks that face the 

highest difficulties in terms of the combination of factors 

related to supplying commodities into markets, such as 

climatic conditions, geographical distribution, and 

production quantity, and demand factors like population 

increase, food habits, food industry usage. 
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There has been some work done in the use of time 

series forecasting techniques such as ARIMA, 

SARIMA, and simple exponential smoothing in 

agricultural price forecasting. This method has room 

for improvement because it does not account for shocks 

in the system but rather relies on trends and seasonal 

variations. There has also been the use of machine 

learning algorithms that include support vector 

regression and gradient boosting. 

Recent uses of recurrent neural networks, especially the 

Long Short-Term Memory type, proved promising in 

identifying long dependencies in agricultural price 

series. The approach would benefit from incorporating 

other variables such as weather data, acreage press 

releases, and macroeconomic factors. Nevertheless, 

identifying an accurate price prediction remains a 

challenge, in which most models can only correctly 

forecast a price rise or fall rather than an actual price. 

 

Integrated Agricultural Decision Support Systems 
Even though specialized  systems dealing with 

individual problems (disease diagnosis, crop selection, 

or price prediction) are abundant, the concept of an 

integrated platform that puts more than  one 

functionality together remains less common. The 

existing farming systems are broadly classified into the 

following three categories: 

Information Portals: 

This kind of system collects data from different 

sources, such as weather forecasts, market reports, and 

extension publications, to deliver it through an 

interface. Information portals mitigate fragmentation in 

information but aren’t responsible for intelligent 

analysis or formulating individualized 

recommendations. This means that it’s the 

responsibility of farmers to analyze data in order to 

make their decisions. 

Farm management software is also commercial options 

such as Granular, FarmLogs, and Climate FieldView 

that offer comprehensive farm record-keeping, 

financial tracking, and field mapping capabilities. Such 

tools are very strong in keeping everything organized 

but generally do not have deep recommendation 

engines using artificial intelligence and machine 

learning. These are more digital record-keeping 

systems rather than decision support. 

 

Research Prototypes: 
There have been many integrated system concepts from 

academic research that demonstrate the feasibility of 

multi-function agricultural AI. However, most remain 

as prototypes with limited deployments in the real 

world. Common limitations of those systems are 

dependence on expensive sensors or IoT devices, 

complex interfaces requiring extensive training, 

absence of customizations for different regions, and 

lack of infrastructure for their sustainable deployment. 

Research Gaps and Opportunities: 

The analysis of the existing literature and the use of the 

systems that have been implemented indicates the 

following critical gaps: 

 

Integration Gap: There exists no widely available 

system that integrated diagnosis for various diseases, 

resource allocation, and financial projections into a 

unified decision support system. 

 

Accessibility Gap: The advanced farming AI technology 

may involve costly equipment (sensor technology and 

drones) and knowledge that cannot easily penetrate 

developing countries to reach the small-scale farmers. 

 

Personalization Gap: The current state of technology 

supports recommendations based on regions and crop 

type, and more often than not, it ignores considerations 

of personal fields, preferences, and economic 

limitations of farmers. 

 

Action Gap: Too many systems diagnose well (find 

problems) but poorly prescribe (offer specific, 

actionable solutions that include precise, incremental 

directions). 

 

Validation Gap: Integrated systems are lacking in real- 

world validation in various agricultural scenarios and 

more specifically for small farm operations found in 

developing countries. 

 

Smart Agriculture Advisor occupies this gap through the 

development of a web-based system that does not use 

specialist hardware, combines a number of AI solutions, 

is field-related, and can be easily accessed by a user 

with low technical skills. 

 

OBJECTIVES 

The main goal of the research is an integrated AI- 

powered agricultural decision support system providing 

full-scale, actionable recommendations for farmers 

about crop management, optimization of resources, and 

market strategy. The overall objective is decomposed 

into specific technical, functional, and impact 

objectives. 

Primary Technical Objectives 

Objective 1 : Developing a Disease Diagnosis System 

of High Accuracy Capable of Real-Time Execution 

 

The first aim of the project is the development of a 

system where the time and accuracy problems of 

manual disease detection are eliminated. For example, 

in manual disease detection, people had to wait for the 

disease to be visible before knowing what disease the 

plant possesses. But with the system, the user can 

upload his or her leaf picture for immediate results. The 
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system also helps in disease management through the 

implementation of a Deep Convolutional Neural 

Network (CNN) model with a target accuracy of over 

90% for the detection of common crop diseases. 

Objective 2: Personalized and Optimized Resource 

Recommendation Generation 

Each plot of land in a farm has varied requirements. 

Among the prominent goals of the proposed project 

will be to enable the user to provide the values of soil 

nutrients (NPK, pH) to generate recommendations for 

the correct crop and fertilizer requirements. The 

proposed project makes use of predictive models to 

achieve more than just optimizing crop yield to 

optimize the use of inputs in order to be financially 

and resource-sustainably efficient. 

 

Objective 3: To provide commodity price analyses for 

market insights 

 

The most prime factor in farming is profitability. 

Farmers often fail to time the market, which results in 

sales at a very cheap price. In this project, market 

insight, as assured, is reliable; historical price trends are 

presented, along with statistical analysis and 

visualization for major commodities. This will enable 

farmers to make informed decisions about storing and 

the right timing of harvests based on the knowledge of 

price patterns and market dynamics. 

 

Objective 4: To provide integrated decision support 

functionality. 

Another key goal is to ensure farmers have access to 

integrated advice. This implies bringing outputs from the 

three core models-Disease Diagnosis, Resource 

Optimization, and Price Analysis-onto a single platform. It 

enhances general knowledge for the farmer and aids in 

better planning since economic, biological, and 

environmental factors can be considered side by side on 

one accessible interface. 

System Development Objectives 

 
Objective 5: Creating a Modern, Interactive, and User- 

Friendly Interface 

The following are the 

The intention is not only to achieve a functional 

system but also one with a friendly and pleasant 

interface that is easily accessible on computer and 

mobile platforms (mobile responsiveness). As part of 

using Streamlit for building the frontend of the 

project, aiming for a clean user experience is the aim 

of designing a system that converts difficult data 

(such as probabilities in a model or readings in the 

soil sensor) into straightforward information for 

farmers to interpret and implement instantly. 

Tags: Backend Development, Scalability, System 

Design 

Objective 6: Building the Backend System Robust and 

Scalable 

 

The goal is to implement Python code to handle user 

requests, manage AI models, and process data effectively 

by using Python programming skills. The code has to be 

optimized to be faster and more reliable, able to process 

requests quickly, whether it's a request to provide a 

diagnosis or a piece of advice. 

 

Objective 7: To Build Efficient Data Management 

Infrastructure 

 

One of the major goals is to handle all the information 

relevant to the dataset, including crop types, soil 

properties, fertilizer types, types of diseases, and prices, 

in an efficient manner using appropriate data structures 

(csv files, serialized models). Data handling system 

should provide support for fast information access for 

serving as well as predictions, along with possible 

integration with databases in future. 

 

Objective 8: Leverage Cloud-Based Development and 

Deployment 

 

The aim of this project is to show how advanced tools 

and technologies based on cloud services are used for 

developing and deploying machine learning software. 

Based on Google Colab for model development and 

deployment with Streamlit Cloud, it should be possible 

for everyone to use such software instead of depending 

upon local installation and special hardware. 

Educational and Demonstration Objectives 

 
Objective 9: To Demonstrate Advanced AI and Full 

Stack Development Skills 

 

One of the major aims of this project is educational in 

nature. It attempts to showcase the capacity to develop 

an entire system comprising the Deep Learning 

architecture (CNNs) concept of image classification, 

Machine Learning concept (Recommendation using the 

Random Forest) of the recommendation system, web 

application developments, cloud-based developments, 

and professional UX designs. All this increases the 

feasibility of the portfolio of internships, placements, or 

application developments in the Agri-Tech field. 

 

Objective 10: For Handling India-Specific Agricultural Issues 

 

The system is designed and tailored specifically for 

handling the complexities involved in Indian agriculture. 

As a result, it is extremely relevant when it comes to 

small-scale farmers (representing the majority group), 

budget-sensitive agricultural operations, soil and climatic 

diversities, and pest and disease diversities. This 

particular objective ensures that it is not only 

technologically advanced but also extremely relevant. 
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Impact and Contribution Objectives 

 
Objective 11: To Fill Identified Research Gaps in 

Agricultural Advisory Systems 

 

The project aims to address critical gaps identified in 

literature: lack of fully automated, integrated advisory 

systems; absence of systems combining field data, 

market data, and cost optimization; limited work on 

cost-benefit analysis for inputs; lack of real-time user 

experience integration; and minimal integration of 

agronomic rules with AI/ML logic. By addressing 

these gaps, the system contributes meaningfully to 

agricultural technology research. 

 

Objective 12: To Demonstrate Practical Value for 

Agricultural Decision-Making 

 

Ultimately, the objective is to create a system that 

provides real value to farmers by reducing time 

required to gather and analyze agricultural 

information, improving decision quality through 

scientifically validated recommendations, reducing 

resource waste through precision guidance, and 

supporting improved farm profitability through 

integrated disease, resource, and market advice. 

 

These objectives collectively define the scope and 

ambition of the Smart Agriculture Advisor project. 

They provide measurable targets against which the 

system's success can be evaluated while ensuring that 

the technical work addresses real-world agricultural 

challenges faced by millions of farmers in India and 

similar agricultural contexts globally. 

 

LITERATURE REVIEW 

Agriculture has also experienced significant 

technological changes over the past years, propelled 

by the growing demand for low-cost sensors, satellite 

imagery, and low-cost computation power. Notably, 

the demand for food security and sustainability has 

driven the search for intelligent systems to make 

decision-making easier. Various individuals, 

companies, or platforms have tried to address farming 

practices using different approaches based on data. 

This section discusses the existing work done in 

connection with the major technological components 

of the Smart Agriculture Advisor project, which 

include the AI-based Disease Diagnosis System, the 

Crop/Fertilizer Recommendation System, Commodity 

Price Analysis System, or the IDSS. 

 

Traditional Methods of Agricultural Planning 

The existing literature and ethnographic studies point 

out the importance of a combination of generation 

knowledge and laboratory reports in making farming 

decisions. Literature review of the existing farming 

practices indicates that: 

Reliance on Manual Inspection: Manual inspection on 

crops is primarily relied on by farmers, which, among 

many drawbacks, results in wasted time and further often 

leads to late-stage disease detection; the diseases may be 

in an advanced stage of infection by the time symptoms 

become visible. 

Guesswork in resource management: Quantities of 

fertilizers, pesticides, and water were applied based on 

past experience or generalized recommendations, which 

led to inefficient resource use, over-application of 

chemicals, and massive losses . 

 

Fragmented and inconsistent information: For example, 

soil nutrient reports by location, micro-climate forecasts, 

and commodity prices were all on different government 

reports, local weather broadcasts, or had to be obtained 

manually from the market. This made inter-referencing 

and planning on a holistic basis virtually impossible . 

 

Profit-Blind Decisions: A profit-blind decision is one 

where conventional methods focused almost exclusively 

on ways to maximize gross yield without adequately 

factoring in input cost optimization or the volatility of 

market prices, with low net profits likely occurring 

despite high productivity. 

 

As a result of these studies, it is concluded that such 

manual and fragmented planning methods are highly 

inefficient in the face of climate change and the 

achievement of goals related to sustainable agriculture 

with limited financial resources. 

Digital Agricultural Platforms and Their Limitations 

 
However, the advent of internet-based systems brought 

about digital agricultural solutions that can be aided by 

government organizations, NGOs, and agri-tech startups. 

The existence of these digital solutions in the agricultural 

industry has been recognized in research articles to 

provide considerable enhancements in the following 

areas: easier access to generalized information on crops, 

soil, and practices; remote sensing and satellite imagery; 

weather and climate notifications via mobile 

applications; and market connectivity and general prices 

of commodities . 

However, some crucial limitations have been pointed out 

by researchers and practitioners in the field which 

forestalls these online tools from providing complete 

remedies to the problems faced by farmers: 

 

Lack of Combined Decision Support: These systems 

entail information provision that is siloed. The farmer 

receives disease alerts through one app, fertilizer advice 

through a results report from a laboratory, and market 

information through a third source. They do not 

automatically combine these pieces of information to 

provide a single informed decision on profit optimization 

 

Generic Advice vs. Precision Needs: Most systems are 

designed with generalized advice tailored for a zone or 
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broad category of crops. These systems do not factor in 

the small detail parameters—a particular ratio of NPK, 

pH value, or microclimate for an individual field. 

 

Lack of Real-Time Diagnostic Tools: Although there 

are some platforms which alert regarding possible 

outbreaks, there are only a few that have real-time 

diagnostic capabilities in which Deep Learning is used 

to immediately identify the disease as well as prescribe 

a particular treatment method . 

 

Limited Financial Projections: Budgetary projections of 

cost estimation are normally done just for the 

subsidized inputs or the standard cost, but not on the 

ultra-volatile commodity prices. These forecast tools 

usually act as directories of resources rather than 

predictors focused on profits . 

 

It has been suggested that the existing online portals of 

digital agriculture provide a knowledge repository and 

access to information, whereas a full-fledged intelligent 

decision support system (DSS) has not been provided. 

Machine Learning and Deep Learning in Precision 

Agriculture 
 
Various articles are available that deal with AI-based 

predictive and recommendation systems for agricultural 

purposes. These articles are generally classified under 

three main heads concerning the Smart Agriculture 

Advisor: 

Image-based 
Recent breakthroughs in the area of deep learning, 

particularly in Convolutional Neural Networks (CNNs), 

have brought about a dramatic shift in the field of plant 

disease recognition. A study conducted by Kamilaris 

and Prenafeta-Boldú details the accuracy rates of more 

than 90% achieved through deep learning in 

agricultural applications related to the classification of 

diseases in a controlled setting. 

The systems generally employ Transfer Learning on 

model frameworks such as VGG, ResNet, or Inception 

networks pre-trained on publicly available datasets such 

as PlantVillage . Zhang et al. proposed a deep learning 

model for identifying plant diseases using leaf images 

based on leaf features, resulting in greater accuracy for 

different crop diseases. CNNs have been found 

extremely successful in identifying diseases with 

accuracy above 90% in a laboratory setting, 

outperforming conventional methods of image 

processing in k-means clustering or SVMs 

 

However, according to a paper by Roy et al., even 

though its accuracy in a laboratory environment is 

impressive, its application in real-world conditions 

poses several issues such as variation in lighting, scenes 

of high complexity, multiple diseases at once, and early 

stages of symptoms, which can compromise its 

accuracy in a real-world setting to around 85-90%. This 

thereby forms part of the problem that the Smart 

Agriculture Advisor attempts to solve. 

Resource and Crop Recommendation Systems 

These systems tend to optimize the inputs (water and 

fertilizer) or recommend the suitable crops to a particular 

region. Lu et al. proposed an intelligent decision-making 

model for recommending crops using machine learning, 

taking into account a variety of factors affecting soil 

conditions. The approach mainly uses Supervised 

Machine Learning algorithms such as Decision Trees, 

Random Forest, and Regression algorithms with inputs 

such as NPK, pH, Temperature, and Rainfall . 

 

Acharya et al. proposed a crop recommendation system 

based on machine learning classifiers to provide 

competitive results over various crops. Machine 

learning-based models effectively provide crop 

suggestions based on soil and climate factors, though the 

literature indicates the issue of lacking the latest market 

price information within the recommendation logic. 

 

Jadav and Thakre in proposed a fertilizer recommendation 

system based on machine learning algorithms, which 

offers personalized recommendations for fertilizers 

according to soil nutrient content. But in these existing 

approaches, economics has not been considered in its true 

essence, which is now being proposed in this research. 

Commodity 
Commodity price forecasting is more focused on 

predicting the market trends for agricultural 

commodities. However, the approach is driven by the 

need for Time Series Analysis approaches such as 

ARIMA, SARIMA, and more complex models such as 

Recurrent Neural Networks (RNNs), Long Short-Term 

Memory (LSTM), because of their efficiency in dealing 

with the dependencies in financial data. 

 

Lee and Kim have been able to construct an agricultural 

commodity price forecasting model based on dual-input 

attention LSTM networks to prove superior performance 

to econometric models. Murugesan et al. have been able 

to show potential for agricultural commodity price 

forecasting models based on deep leaning for farmer 

market timing. 

 

At the same time, however, these forecasts, according to 

Ahmed and Khan , tend to exist in a standalone form, 

apart from advisory support at the farm level. The 

integration of AI in forecasting capabilities stands out 

significantly in accuracy compared with the traditional 

model of the economist. 

Intelligent Decision Support Using Optimization 

Algorithms 

Research work on the development of IDSS for 

agriculture, especially resource allocation, and 

scheduling may involve the use of complex algorithms 

http://www.ijcrt.org/


www.ijcrt.org                                    © 2026 IJCRT | Volume 14, Issue 2 February 2026 | ISSN: 2320-2882 

IJCRT2602111 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org a979 
 

designed by operations research and computer science . 

Important methodologies analyzed in the literature 

include: 

Graph Theory and Network Models: Employed 

especially in optimal routing of equipment like 

machinery (trucks, sprayers) from far-flung farms to 

optimise fuel consumption and save time, and 

designing networks of water supply in a smart watering 

system . 

 

Optimization with Constraints and Rule-Based 

Systems: Used to ensure that the constraints of practical 

agriculture are applied. For example, a solution may be 

governed by the constraint of "maximum permissible 

pesticide usage" or the constraint of "preferred planting 

seasons" for a given crop, as derived from past climatic 

conditions. This approach ensures that the solution is 

not only optimally correct but also physically 

achievable. 

 

Complexity of Multi-Criteria Decision-Making 

(MCDM) 
 
In many instances in research focused on optimizing 

complex agricultural decisions such as planting a crop 

type, watering is done, or a combination of fertilizers to 

apply, Multi-Criteria Decision-Making (MCDM) 

methodologies have been used as quantitative models to 

systematically process many conflicting criteria using 

AHP (Analytical Hierarchy Process), TOPSIS 

(Technique for Order of Preference by Similarity to 

Ideal Solution), as well as Multi-Objective 

Optimization methods . 

 

Recent Advances in Agricultural AI 

 
Woźniak and Ijaz, in their editorial work , presented the 

advances made recently in the domain of big data, 

machine learning, and deep learning with respect to 

precision agriculture. These works will further establish 

the growing convergence of these technologies in 

practical agricultural applications. In this review, while 

individual AI technologies have matured considerably, 

integration remains a key challenge. 

 

Machine learning and data analytics in precision 

agriculture have been discussed by Ahmed et al. , with 

an emphasis on the use of systems that can handle 

heterogeneous data sources and provide unified 

recommendations. In fact, most of the existing 

platforms provide excellent performance for specific 

tasks but usually lack comprehensive decision support. 

Balaji et al. , on the other hand, researched smart 

farming with the use of IoT and machine learning. They 

showed the possibilities for integrated systems where 

sensor data is merged with predictive models. On the 

contrary, their findings also revealed some of the cost 

and complexity barriers that prevent widespread 

adoption among smallholder farmers. 

Research Gap Identification 

After examining the available literature and agricultural 

decision-support systems, some of the critical research 

gaps emerge as follows: 

 

Gap 1: Lack of Fully Automated, Integrated Advisory 

Systems 

Typically, current digital agriculture systems function as 

silos in the sense that these systems would provide 

directly sensed data (weather, soil moisture), a list of 

diseases and their conventional treatments, and historical 

forecast models of crop production. They do not provide 

inputs to the entire process in an actionable, fully- 

connected way to address the problem of not having an 

automated process to provide advisory recommendations 

based on field inputs. 

 

Gap 2. There is No System That Integrates Field Data, 

Market Data, and Cost Optimization 

The existing systems perform separately, not at all 

capturing the complexity involved in agricultural 

decision-making. Yield forecasters do not incorporate 

market prices; fertilizers guides do not consider the 

status of soil health; agri guides do not take into account 

the fluctuating price of inputs. There is a wide scope for 

an integrated system taking into account all the 

important factors at once, which include crop health 

(disease/pest), soil/weather, market prices, price of 

inputs, and ROI (profitability) . 

 

Gap 3: No Region-Specific Dataset or Model for Indian 

Agriculture 

Most of the research work done on the problem is on the 

agricultural environment of the Western world (large- 

scale automated agriculture), the crops or diseases of 

Europe or America, or large-budget farming practices. 

There really is no research done on the agricultural 

practices of India, which have different climate 

conditions, different soil conditions, different pests and 

diseases, small-scale farmer practices with limited 

budgets, or different transport needs . 

 

Gap 4: Insufficient Literature on Cost-Benefit Analysis 

of Input Variables 

All platforms provide an estimate of high-level 

expenditure (seeds, labor, machinery, and land cost) but 

ignore the determination of the cost to benefit ratio 

based on optimal fertilizer use, water requirements for 

optimal irrigation, cost of pesticides compared to 

optimized yield protection, and profit share per cycle. 

No research has given a complete framework to 

calculate Total Expenditure on Crops versus Projected 

Revenues . 

 

Gap 5: Absence of Real-time User Experience Integration 

Current systems lack dynamic reporting or a UI that is 

not very user-friendly. There is also a lack of personal 

and graphic notifications in real-time, dynamic 

recommendations that will keep changing as there is new 
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information, and dynamic visualization of disease or 

nutrient deficiencies. Thus, the gap arises in offering a 

contemporary and simple UI coupled with a strong 

multi-modal AI advisory system . 

 

Gap 6: Lack of Centralized Tool for Smallholder & 

Budget-Constrained Farmers 

Small farmers are comprised largely of smallholder 

farmers and are typically driven by low-cost 

implementation and operation costs, seeking short- 

term and high impact advice, and advice regarding 

maximizing profit margins with minimal inputs. 

Unfortunately, none of the systems are designed with 

this large subset of cost-sensitive people in mind . 

 

Gap 7: Lack of Integration of Agronomic Rules Using 

AI/ML Logic 

Current approaches rarely incorporate traditional 

agronomic guidelines (e.g., crop rotation guidelines), 

preference matching (e.g., risk tolerance of a farmer), 

or predictive ML models (CNN for plant disease, Time 

Series for prices) together. Such a combination of 

traditional knowledge with the predictive capabilities 

of Deep Learning can produce recommendations that 

are significantly truer or more reliable, yet remain 

uninvestigated in the context of agricultural systems . 

Relevance to the Smart Agriculture Advisor Project: 

Smart Agriculture Advisor has been developed in 

order to fill the gaps in the research for digital 

agriculture, ensuring a comprehensive and integrated 

advisory experience for the farmers. 

Filling the Integrated Advisory Gap: While existing 

systems provide only a fragmentary set of information 

(weather, lists of diseases), the Smart Agriculture 

Advisor offers an integrated solution by taking the 

input provided by the farmer (parameters of soil, 

images of crops) and performing multiple tasks at one 

go based on real-time data. 

Personalized & Profit-driven Planning Approach: This 

approach goes beyond the conventional suggestions by 

taking into consideration farmer preferences, budget & 

cost considerations, soil & climate information (hyper- 

localized information), as well as crop requirements. 

This caters to the requirement for integrated planning 

for pursuing profitability & sustainability as well . 

India-Specific Implementation and Localization: 

Notable in globally implemented platforms, which 

have proved to be unsuccessful in a variety of 

conditions, is that the Smart Agriculture Advisor has 

been developed to effectively tackle the challenges of 

Indian agriculture, thereby being very much pertinent 

to small farmer demographics, resource-limited 

farming, varied climatic realities, and soil variability. 

Analysis of Data through Google Colab & Streamlit 

Interface: This project uses Google Colab to 

effectively work on machine learning models, along 

with a Streamlit interface that assists in developing a 

dynamic interactive, and user-friendly application. 

Analysis of data through machine learning models, 

predictions, and insights regarding crop health analysis 

& disease detection, along with visualization of data 

through charts & trends, represented on Streamlit, along 

with a simple & interactive interface, would be possible 

through this project. 

Through the integration of cloud machine learning 

processes with the Streamlit dashboard, the project 

connects the complex analysis of agricultural data with 

usability a factor that is often missing in traditional 

agricultural studies . 

Conclusion of Literature Review: 

 
After considering existing digital agriculture technology 

as well as studies conducted by researchers in this field, 

it is obvious that there is not currently a system available 

which can offer a complete, individualized optimization 

solution for farmers as described above. Various 

problems have been pointed out by researchers regarding 

existing methods which involve extremely complex 

mathematical models (MCDM), the absence of country- 

specific data resources in current models, ignoring 

essential cost analyses, as well as failure to synthesize 

results generated by various AI models for creating a 

unified strategy. 

The research gaps identified in the thesis lead to the 

direct justification of the need for the Smart Agriculture 

Advisor and make the project highly relevant in the 

sense that the project fills these important gaps by 

providing a fully automated recommendation system 

using CNN, machine learning, and data analysis; a user- 

friendly system taking into consideration the soil health, 

crops, and market; budget-responsive systems by 

making inputs optimal; India-related executions as per 

the varied conditions; contemporary user experience in 

making the data visualization feasible; and a scalable 

cloud-based solution ready to deploy. 

 

METHODOLOGY 

The methodology defines the technical architecture as 

well as implementation details for the Smart Agriculture 

Advisor Website. It can be noted that this chapter 

explains the System Architecture, the Technology Stack 

used, the process for developing the machine learning 

algorithm, the design of the user interface, and the 

deployment plan. 

Research Approach and Development Framework: 

 
This research work uses a systematic approach to 

software development for machine learning applications 

and therefore involves an iterative approach to 

development that underscores testing and validation 

along the way. This approach to development leverages 

both principles of software development and specific 

principles for machine learning. 
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The development process engineers five main stages: 

 

Requirements Analysis And System Design: Requirements 

analysis involves identifying, understanding, and 

documenting the needs that a particular solution has to 

address. It is a planning process. 

 

Data Acquisition and Preparation: Gathering, cleaning, 

preprocessing, and preparing data to be used by machine 

models for training purposes. 

databases like MySQL/PostgreSQL to store user 

profiles, coordinates, crop histories, and individual farm 

details of users. 

 

Technology Stack for Smart Agriculture Advisor: 

The project uses a state-of-the-art technology stack that 

is scalable and performs well in doing AI computations 

and providing a fast user interface. 

 

Model Development & Training: Implementing & training 

machine learning models. 

 

System Integration and Interface Development: Web 

Application Development and Integration of AI Models. 

 

Testing & Performance Evaluation: Extensive testing on 

parameters such as functionality, accuracy, & usability. 

System Architecture: 

 
The Smart Agriculture Advisor will be designed using 

a Three-Tier Architecture: presentation, application, 

and data layers that work together in harmony. The 

architecture handles the complex execution of AI 

models and translates the output to simple, actionable 

advice for the farmer. 

 

Presentation Layer (Frontend): 

The frontend handles the user interface, developed with 

Streamlit, a framework suitable for rapid development 

and providing intuitive interfaces. It provides forms in 

an interactive way to the user for gathering inputs of 

different types-soil parameters, image upload, crop 

selection. Model predictions, recommendations and 

their visualizations are displayed. It follows responsive 

design principles to make sure that this application 

works on any kind of device. It also validates data at 

Development 

Environment 

 
 
 

 
Application Interface 

 
 
 

 
Backend Logic 

 
 
 
 
 
 

 
Data Storage 

 
 
 

 
 
 
 
 

 

ML/AI Models 
 
 
 
 
 

 
 
 

 
Visualization 

 

Google Colab 

 

 
 

 

 

Streamlit 

 
 

 
 

 

Python 
 

 
 

 

 

CSV 

 

Google Drive 

Local Files 

 

 

Scikit-learn 

TensorFlow 

PyTorch 

 

 

Matplotlib 

Seaborn 

Plotly 

the client side before sending it to the server. 

 

Application Layer (Backend/ AI Layer): 

The backend processes user inputs, runs the machine 

learning models (CNN for disease detection, Random 

Forest for crop and fertilizer recommendations), and 

forms final recommendations. It is implemented in 

Python, using established machine learning libraries, 

includes hosting trained machine learning models for 

inference, processing of user inputs, and model 

orchestration; business logic to generate 

recommendations; and data pre- and post-processing. 

 
Data Layer: 

It maintains information about crop details, fertilizer 

details, diseases, and market prices. Currently, the 

system uses a CSV file to store reference data like crop 

details, fertilizer details, and prices, along with 

machine learning models stored in a separate file, 

which are loaded at the time of application 

initialization. Future work will utilize relational 

Figure 1: Technology Stack for Smart Agriculture Advisor 
 

 

Component and Technology Used and their role in Smart 

Agriculture Advisor Development . 

Environment (Google Colab): To provide a cloud-based 

environment for data preprocessing, model training, 

experimentation, and rapid prototyping of machine 

learning workflows. 

Application Interface (Streamlit): Creating an interactive 

and lightweight web-based interface displaying 

predictions, analytics, and recommendations in real-time. 

 

Backend Logic (Python): Handling data processing, 

model inference, and integration between trained ML 

models and the Streamlit application. 

 

Data Storage (CSV / Google Drive / Local Files): Store 

datasets comprising soil parameters, weather data, crop 

history, and model outputs used during training and 

prediction. 
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ML/AI Models (Scikit-learn, TensorFlow / PyTorch): 

Core machine learning model implementation for crop 

recommendation, disease detection, and fertilizer 

optimization. 

 

Visualization (Matplotlib, Seaborn, Plotly): Chart, 

graph, and analytical generation for easy interpretation 

of agricultural data. 

 

Deployment (Streamlit Cloud / Local Hosting) : Deploy 

the trained machine learning models as an accessible 

web application to the end users. 

 

Version Control (GitHub): Source code versioning, 

experiment tracking, and collaboration throughout the 

project life cycle. 

Data Collection and Preparation: 

 
Plant Disease Image Dataset: 

 

In order to identify diseases, the disease detection 

component uses a dataset called "PlantVillage." This 

dataset contains a vast array of plant leaf images that are 

labeled based on their respective diseases. Details of 

this dataset include: 

 
 Total images: 87,000+ 

 Plant species: Crops such as tomato, potato, corn, 

apple, grape, cherry, as well as others (14 species 

total). 

 Categories of disease: 38 categories that entail 

many diseases and health statuses 

 Image specifications: Color images standardized 

during preprocessing 

 Distribution: Multiple images per disease 

classification for a balanced training dataset 

 

Data Preprocessing Pipeline: 

 

 Image Resize: All images are of uniform size 

(128x128 or 224x224 pixels) for CNN model input. 

 

 Normalization: Rescale pixel intensity values to 

[0,1] for better training of the neural network. 

 

 Data Augmentation: Use of transformations like 

rotation, flipping, zoom, and brightness to add 

diversity to training data that improves 

generalization of models. 

 

 Train-Val-Test Split: Data split into Train (70%), 

Val (15%), and Test (15%); necessary for fair model 

evaluation Class. 

 

 Balancing: Preventing overrepresentation of classes 

in a model due to the presence of common classes. 

 

Crop and Soil Characteristics Dataset: 

The crop suggestion model is based on a carefully 

selected dataset correlating soil properties and climate 

conditions to the best crop types: 

 

 Characteristics: Nitrogen (N), Phosphorus (P), 

Potassium (K), pH level, rainfall, temperature. 

 Crop labels: 22 different crops that are commonly 

found throughout various agricultural regions. 

 Data source: Agricultural research databases, crop 

performance data. 

 Databases: More than 2,200 observations for 

diverse soil, representing various soil climate and 

crop combinations. 

 
Data Preprocessing: 

 

 Feature Scaling: Application of normalization 

techniques to standardize the features to the same 

ranges. 

 Outlier Detection: Identifying and treating data 

points that may affect model training and 

validation. 

 Missing Value Handling: Imputing or discarding 

missing data for complete records. 

 Feature Engineering: Creation of derived features 

(NPK ratio, nutrient balance index) to improve the 

performance of the model. 

Fertilizer Recommendation Dataset: 

The fertilizer suggestion system uses the data mapping 

soil nutrient content to suitable fertilizer types: 

 
The features given are: 

 Corresponding NPK Values: This refers to the 

current level of N. 

 Labels: Suggested compositions of fertilizers 

(Urea, DAP, 14-35-14, 28-28, 10-26-26, 20-20, 17- 

17-17). 

 Registry: Over 1,000 fertilizer recommendations 

for different situations. 

 

Preprocessing steps: 

 

 Categorical Encoding: Converting Crop Names & 

Soil Types to Numerical Values for use with 

Machine Learning Models. 

 Nutrient Deficit Computation: Calculations of 

differences between actual and ideal amounts of 

nutrients. 

 Fertilizer Composition Mapping: Connecting 

nutrient needs with available fertilizer products. 

 Validation: The integration of recommendations 

within the framework of standard agronomic 

practices. 

Commodity: 

Price analysis relies on past market data for key farm 

products: 
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 Crops involved: Rice, wheat, corn, cotton, soybean, 

and others. 

 Data elements might include: Historical price data, 

regional variation, seasonal trends. 

 Time span: Historical data over several years 

allowing for trend analyses 

 Prepared by: The information comes from public 

databases on agricultural markets. 

 

Data Processing: 

 

In Time Series Structuring: Data organization on the 

basis of crops, zones, and periods for studying time 

series Trend Analysis: Calculation of moving averages 

& seasonal components for market trends “Price 

Normalization” 

Adjusting for inflation and changes in the value of 

different currencies in order for comparison of 

Visualization Preparation Stage: Data formatting for 

representation in useful charts. 

Machine Learning Model Development: 

Disease Detection - Convolutional Neural Network 
Model Architecture: 

 

The disease detection system implements a CNN 

architecture designed to learn hierarchical visual 

features from plant leaf images:Training Configuration: 

 

 Loss Function: Categorical cross-entropy (Multi- 

Class Classification). 

 Optimizer: Adam optimizer with learning rate 

0.001. 

 Metrics: Accuracy, precision, Recall, F1-score. 

 Epochs: 25-30 epochs, early stopping enabled for 

avoidance of overfitting. 

 Batch Size: 32 samples per batch during training. 

 Validation: Ongoing monitoring on validation data 

to check generalization. 

Transfer Learning Alternative: 
Conv2D (32 filters, 3×3, ReLU 

activation) 

 
 

 

 
MaxPooling2D (2×2) 

 

 

 

 

Conv2D (64 filters, 3×3, ReLU 

activation) 

 
 

 

 
MaxPooling2D (2×2) 

 

 

 

 

Conv2D (128 filters, 3×3, 

ReLU activation) 
 

 

 

 
MaxPooling2D (2×2) 

 

 

 

 

Flatten Layer 

 

 

 

 

Dense Layer (256 neurons, 

ReLU activation) 
 

 

 

Dropout (0.5 for 

regularization) 

 

 

 

Output Layer (38 neurons, 

Softmax activation) 

Initial feature extraction 

 

 

 

 
Downsampling to reduce complexity 

 

 

 

 

Further feature refinement 

 

 

 

 

Continued downsampling 

 

 
 

 

Advanced feature learning 

 

 
 

 

Final downsampling step 

 

 
 

 

Converting to a linear vector 

 
 

 

 

High-level feature integration 

 
 

 

 

Preventing overfitting 

 
 

 

 

Final classification 

 

In order to make the performance better and faster, 

experiments were carried out on pre-trained models, 

such as base models including VGG16, ResNet50, and 

MobileNetV2. This method freezes early layers of 

feature extraction, which requires less training data to 

obtain competitive accuracy compared to traditional 

methods, as it uses features extracted from the 

ImageNet dataset. 

Crop Recommendation - Random Forest Classifier: 

Algorithm Selection: 

 

Random Forest was chosen for crop recommendation 

based on the following advantages: 

 

 Interpretability: The results of the model’s 

predictions can be analyzed in terms of the features 

that contribute 

 Robustness: Resistant to overfitting and works well 

for non-linear relationships. 

 No Feature Scaling Required: Works with features 

of different scales without normalization, It can be 

applied to data without scaling. 

 Handles Mixed Data Types: It deals with both 

numeric and categorical variables. 

 

Model Configuration: 

 

 Number of Trees: 100 estimators for robust 

ensemble predictions. 

 Max Depth :20, to avoid over-complication 

 Min Samples Split: 2 (splitting stops when near - 

pure leaf nodes remain) 

 Class Weight: Balanced to compensate for class 

imbalance in training data. 
 Random state: Fixed seed for reproducibility 

Figure 2: Building a Convolutional Neural Network between experiments. 
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Feature Engineering: 

 

 Nutrient Ratios: NPK ratio indicators to assess 

nutrient balance. 

 Climate Suitability Index: Composite score from 

temperature and rainfall. 

 pH Category: Range classification as acidic, 

neutral, alkaline. 

 

Model Training Process: 

 Data Split: Training 80%, Testing 20% for 

Evaluation. 

 Hyperparameter tuning using GridSearchCV for 

model parameter optimization. 

 Cross-validation for Generalization capability (5- 

fold). 

 Feature importance analysis to understand the 

decision drivers and validate the same for 

agronomic relevance. 

Fertilizer Recommendation - Classification 

 
Approach: 

The fertilizer recommendation system employs a multi- 

class classification model, which maps soil nutrient 

content to corresponding fertilizer types: 

 

Model: Random Forest Classifier (similar to crop 

recommendation model) Classes: 7 different fertilizer classes 

based on the composition of NPK. 

 

Features: 

 Present NPK values (numeric) 

 Soil type (categorical with examples: Sandy, 

Loamy, Clay) 

 Crop type (categorical) 

 Moisture level (categorical: low, medium, high) 

 

Preprocessing Steps: 

1. Label Encoding: Conversion of categorical data to 

numerical form. 

2. Calculating the Nutrient Gap To identify the gaps in 

the fertilizer content of the Feature. 

3. Scaling: Standardizing numeric features for 

consistent model inputs . 

4. Validation: Correlation between recommendations 

and agronomic guidelines. 

System Integration and Web Application Development 

Application Structure: 

Frontend advisory interface is developed using 

Streamlit for the purpose of creating an intuitive 

environment for decision-making using data. This 

environment is designed such that users can directly 

engage with the machine learning model being 

implemented. 

 
Core Structure of Application: 

1. Application Configuration: 

 Page layout setup with title, icon, and configuration 

 Feature selection navigation side bar 

 Session state management for user data persistence 

 Error handling and feedback systems 

 

2. Disease Detection Module: 

 Image Upload Interface with File Type Validation 

(JPEG, PNG). 

 Image preprocessing pipeline (resizing, normalization) 

 Building inference models and predictions 

 Diagnosis results are shown based on the name of 

diseases, levels of confidence, and treatment 

options. 

 Visualization of Prediction Probabilities for Different 

Disease Classes. 

 

3. Crop Recommendation Module: 

 Input forms for soil variables (N, P, K, pH). 

 Data Collection about Environment (temperature, 

humidity, rainfall). 

 Model prediction and result generation . 

 Display of recommended crops based on suitability 

scores. Further information on crop characteristics 

and requirements. 

 
4. Fertilizer Recommendation Module 

 

 Input Data for Soil Variables, Data Description, 

Actual value Required (current NPK levels, soil 

type). 

 Crop selection dropdown. 

 Nutrient Analysis and Deficiency Identification. 

 Fertilizer type recommendation and application 

information. 

 Dosage Calculation and Administration Directions. 

 

5. Price Analysis Module: 

 Crop selection interface 

 Graphs of historical price data (line graphs, trend 

analysis) 

 Statistical summaries (average, minimum, 

maximum price) Seasonal Pattern Identification 

 Market Timing: Insights for Informed Selling 

Decisions 

User Interface Design Principles: 

 
The interface design emphasizes the following: 

 

 Simplicity: Few steps between input and 

recommendation 

 Clarity: Clear labels, instructions, and explanations of all 

inputs 

 Visual Feedback: Progress indicators, confirmation 

notices, error notifications 

 Accessibility: Contrast colors, readable fonts, accessible 

layouts 

Efficiency: Redundant resource usage can be 
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 Predictions Generation: Right model used for pre- 

processed inputs. 

 Post-Processing: The raw prediction outcomes were 

transformed into meaningful prediction results 

(names of diseases, recommendations for crops, 

types of fertilizer). 

 Result Presentation: Results shown with proper 

formatting, along with definitions. 

 
Error Handling: 

 

Preventing invalid data from being passed to Models 

through Input Validation 

try-catch blocks to deal with errors in the prediction of 

the model User-friendly error messages for guiding 

error correction Contingency plans to address edge 

situations or unforeseen inputs. 

Multi-Modal Decision 

Decision-making process: This refers to the primary logic of 

a system that replaces manual planning. This is based on 

inputs from a number of sources to synthesize 

recommendations. These include analyzing data for 

comprehensive understanding this involves examining data 

to form: 

 

 Input Acquisition: The system will read the inputs 

provided by the user (soil test requirements, crop 

photos, geographic location) as well as acquire 

reference information (crop details, fertilizer 

requirements, price data). 

 Model Execution: CNN Model (disease detection) 

& Random Forest Model (crops & fertilizer 

suggestion) are executed to obtain initial results 

along with confidence scores. 

 Constraint Filtering: FILTER options based on 

agronomic constraints (soil type compatibility for 

fertilizers, compatibility of crops with a certain soil 

pH range, etc.). 

 Recommendation Generation: The predictions are 

structured into recommendations with explanations, 

dosages, and steps for their implementation. 

 Integrated Presentation: The recommendations for 

disease control, crop, fertilizer, and market trends 

are integrated into a single platform, allowing the 

farmer to view the big picture. 

 Confidence Communication: The confidence scores 

of the model’s predictions are conveyed to the users 

for them to be aware of the reliability of their 

predictions. 

Testing Method: 

 
To make sure the AI predictions and system functionality 

were accurate and reliable, both human and automated 

testing were carried out: 

 

1. Model Validation Testing: 

Evaluation of CNN Accuracy on Hold-out Test 

Datasets. 

 Cross-Validation on Random Forest Model 

 Comparison of Predictions with Agronomic 

Recommendations 

 Testing with various scenarios of inputs, including 

edge cases 

 

2. System Functionality Testing: 

 Unit testing of individual components such as 

image preprocessing, inference, result formatting, 

etc. 

 

 Integration testing of frontend interface and 

backend models 

 UI/UX testing across various devices with regards 

to responsiveness and data integrity. 

 Validating the input data handling and error 

handling process using validation testing. 

 
3. User Acceptance Testing: 

 Testing with agricultural students and practitioners 

 Task completion rate and time metrics 

 Subjective satisfaction surveys 

 Interface comprehension assessment 

  Identification of confusing or problematic 

workflows 

 

Test scenarios included those related to the identification 

of diseases based on the quality of images, agricultural 

land preparation recommendations based on soil types, 

fertilizer recommendations based on the type of crops 

and soil type, as well as handling invalid inputs. 

Deployment Strategy: 

 
It’s a system that is simple, reliable, and maintainable in 

its deployment process and suitable to be used in 

machine learning tasks. The process of its deployment 

is centered on ease of access, simple infrastructure, and 

seamless execution of models. 

 

Machine Learning Model Development: 

The ML models are created and tested with the help of 

Google Colab, and it provides the facility of cloud 

computing with support for all the commonly used ML 

libraries in Python, such as TensorFlow, Scikit-learn, 

and PyTorch. 

 

Front-end and Back-end (Streamlit): 

The models, once trained, will be embedded in a 

Streamlit app in which the frontend and backend will be 

executed in the same Python context. This will make 

deployment much easier. 

 

Application Deployment: 

The Streamlit application can run on platforms like 

Streamlit Cloud or similar cloud platforms, where users 

can use the web browser to run the application. Other 

methods include running the application locally, which 
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would entail development, testing, or use of Docker for 

deployment. 
 

Model Storage: 

The trained machine learning models will be stored 

using serialize techniques like pickling (using pickle or 

joblib functions). The models will then be loaded in the 

Streamlit environment. 

 

Continuous Improvement Cycle: 

 
 Data Gathering from Users & Usage Analyses 

 Determine Common Problems or Feature Requests 

 Enhancing depending on who is impacted 

 Implement enhancements on development 

environment 

 Testing must also occur before the production 

release 

 Apply updates that have version control 

 Monitoring for problems and obtaining new 

feedback 

 

Deployment methodology ensures the app stays 

available to the farmers with a high uptime and reduced 

latency in AI predictions, and the app has remained 

easy to maintain through updates. 

 

SYSTEM DESIGN AND IMPLEMENTATION 

System Architecture Diagram: 

The Smart Agriculture Advisor implements a modular 

architecture with clear separation of concerns: 

Streamlit Frontend 
 

 
 

 

Figure 3: Smart Agriculture Advisor System Architecture 

 

Database Schema and Data Structure 

Crop Dataset Schema: 

Crop Characteristics (crop_data.csv): 

 
 

 

Fertilizer Recommendation Schema: 

 
Fertilizer Dataset (fertilizer.csv): 

 

Soil Type Loamy Sandy Clay 

Crop Type Wheat Rice Maize 

N 20 25 30 

P 30 35 40 

K 20 25 30 

Fertilizer Type Urea DAP 14-35-14 

Disease Class Mapping 

 
Disease Classification Module: 

In the disease classification module, a total of 38 

disease classes have been defined, encompassing 

diverse crops. These classes include a specific disease 

name or healthy state with “Crop name – Disease 

name.” 

 

The list of diseases included in the dataset is Apple 

scab, Black rot, Cedar apple rust, Powdery mildew, 

Cercospora leaf spot, Common rust, Northern leaf 

Blight, Bacterial spot, Early blight, Late blight, Leaf 

mold, and Septoria leaf spot, along with their 

respective healthy samples. The dataset includes 

various plants that have a common habit of being 

cultivated, like apple, cherry, corn (maize), tomato, 

among others. 

 

These types of disease act as target labels for the plant 

disease recognition model based on CNN, which helps 

in recognizing plant disease status from leaf images 

accurately. The addition of both disease and plant 

healthy classes helps in achieving robust performance 

in real-world environments. 

Others. 

 

SYSTEM DIAGRAMS 

Sequence diagram 

 
The sequence diagram illustrates the interaction flow 

between user, frontend, backend, and machine learning 

models: 

 

Functional Modules 

Input Validation 

 
Data Preprocessing 

 

 

 
Random Forest Models 

User-Friendly Insights 
Result Formatting and 

Post-processing 
Recommendations 

Trained Model Files 

 

CSV Datasets 

 

Characteristic 

 

N 

 

P 

 

K 

 

pH 

 

Temperature 

 

Humidity 

 

Rainfall 

 

Crop 

 
Rice 

 
90 

 
42 

 
43 

 
6.5 

 
20.8 

 
82.0 

 
202.9 

 
Rice 

 

Maize 
 

85 

 

58 

 

41 

 

7.2 

 

21.7 

 

80.3 

 

226.7 

 

Maize 

 

Wheat 
 

80 
 

50 
 

40 
 

6.8 
 

23.5 
 

82.1 
 

118.9 
 

Wheat 
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ER Diagram 

 

Figure 4: Sequence diagram 

User Interface Screenshots: 

 
The system allows an intuitive interface with the 

following primary screens: 

The Entity-Relationship diagram shows the logical 

structure of data entities and their relationships (for 

future database implementation): 

 

Home Dashboard: 

 

 Welcome Screen: Overview of Available Features 

 Quick buttons for accessing Disease Detection,  

 Crop Recommendation, Fertilizer Recommendation. 

 Price Analysis . 

 Instructions on each module usage 

 

Disease Detection Interface: 

 File upload widget for plant leaf images 

 Picture preview before examination 

 Results of predictions including disease name, confidence 

score 

  Treatment recommendations section 

 Probability Distribution Chart for all disease 

classes 
 

 

 
 
 

 
Flowchart 

 

 

 

 

Figure 5: ER Diagram 

Cropping Recommendation Interface: 

 Input forms for soil parameters (N, P, K, pH) 

 Environmental parameters (entries of temperature, 

humidity, rainfall) 

 Submit button to invoke model prediction 

 Results followed by Recommended Crops, then 

Suitability 

The system flowchart illustrates the decision-making process:  Additional crop-related details (growing period, 

water requirements, commercial value) 

 

Fertilizer Recommendation Interface: 

 Soil Type Selection 

 Current NPK level inputs 

 Nutrient analysis for deficit detection 

  Application instructions and dosage information 

Figure 6: Flowchart 
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Figure 7: User Interface Screenshots of Smart Agriculture Advisor 

Web Application 

 

Detailed Implementation of Core Modules 

 
Disease Detection Module Implementation: 

 

The Disease Detection Module is intended for the 

detection of plant diseases based on the leaf image using 

a Convolutional Neural Network. The module helps 

farmers detect plant diseases early and thereby take 

appropriate measures. 

 
Image Upload and Preprocessing: 

This system enables the user to upload pictures of plant 

leaf images. These images are then preprocessed to 

prepare them 

for prediction using the CNN model. 

 

The image is resized to a constant size to match the input 

requirements of the trained model. Pixel values are 

normalized to avoid any numeric instabilities during 

inference. The resulting image is reshaped to insert a 

batch dimension before it is fed to the model. These 

preprocessing steps ensure that there is uniformity in the 

input variables. It also helps to ensure that there is an 

improvement. 

 
Model Loading and Prediction: 

A pre-trained CNN model, developed through 

TensorFlow / Keras, will be loaded at the application start 

time for better performance optimization and to avoid 

reloading overhead. The pre-trained network will be 

trained on the plant disease data set and will be able to 

classify various plant diseases. 

 

In the prediction stage, it passes an image of observations 

onto a CNN, and it generates predictions on disease 

categories, of which one with highest possible probability 

is chosen as an appropriate disease, with confidence 

level. 

 
Result Display and Treatment Recommendation: 

It displays the name of the disease that is recognized 

along with its confidence level. To make it a useful tool, a 

treatment suggestion based on the recognized disease is 

also incorporated in this module. It includes preventive 

measures, along with some treatment suggestions that 

can be taken from agricultural practices 

Moreover, there is a graphical view provided for the 

prediction probabilities so that users are able to have 

further knowledge about the prediction confidence level 

established by the system based on each disease 

category. 

 

Module Significance: 

The Disease Detection Module greatly diminishes the 

importance of manual observation and consultation with 

experts in regard to: 

 

 Rapid Automated Disease Diagnosis 

 Confidence-based prediction output 

 Immediate treatment guidance 

 Easy Accessibility through Web Interface 

 

This module is highly significant in preventing losses in 

crops and in carrying out precision agriculture 

procedures. 

Crop Recommendation: 

 
The crop suggestion module employs a trained Random 

Forest classification model to predict a suitable crop 

based on soil factors such as Nitrogen (N), Phosphorus 

(P), Potassium (K), pH, temperature, humidity, and 

rainfall. 

 

The model is optimized and efficiently trained in the 

cached inference. Along with the estimated crop, the 

confidence score on the estimated output is provided. 

The system also gives a short description concerning the 

type of crop, the cropping duration, the necessary water 

content, the climate, and market value.  

Fertilizer Recommendation Module: 

The fertilizer recommendation component predicts the 

best fertilizer on the basis of the soil type, crop type, and 

available NPK nutrients. Categorical features are 

represented using label encoding techniques, and 

predictions are made through a trained machine learning 

model. 

 

In addition, there is a component that analyzes nutrients, 

comparing soil nutrients with what is optimal for crops. 

In case there is a deficiency of nutrients, they are pointed 

out, and fertilizers according to these nutrients are 

indicated. If it is optimal, it validates soil aptness. 

Price Analysis Module: 

The price analysis module is used for visual 

representation of historical crop price trends through line 

charts. The system also shows key statistics such as the 

current price, average price, minimum price, and 
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Intel i3 or 

equivalent 
Minimum of 4 GB At least 2 GB Required 

maximum price. This module assists the farmers in 

understanding market trends and hence enables them to 

make effective decisions regarding their produce. 

 

SYSTEM REQUIREMENTS 

 

Hardware Requirements 

 
The system can be run on a standard PC and can be 

accessed both by students and small-scale farmers. 
 

Software Requirements 

 
 Operating System: Windows / macOS / Linux 

 Programming Language: Python 3.8 or above 

 Frontend Framework: Streamlit 

 Machine Learning Libraries: Scikit-learn, 

TensorFlow/Keras 

 Data Processing: NumPy, Pandas 

 Visualization: Matplotlib, Plotly 

 Development Tools: Google Colab, Jupyter Notebook, VS 

Code 

 Version Control: Git and GitHub 

SECURITY CONSIDERATIONS 

Security is an essential requirement for agricultural decision 

support systems, particularly when handling farmer inputs, crop 

data, and potential future integrations with financial and market 

services. Although the Smart Agriculture Advisor is currently 

implemented as a demonstration and educational system, 

foundational security principles have been incorporated to 

ensure reliability, data integrity, and user trust. 

 

The system enforces strict input validation and 

sanitization, ensuring that all numerical values fall within 

acceptable agronomic ranges and that invalid or 

malicious inputs are rejected before model processing. 

Image upload functionality is secured through file type 

restrictions, size limits, and content verification, 

preventing misuse and denial-of-service attacks. 

To ensure model security and integrity, trained machine 

learning models are stored in controlled environments, 

protected from unauthorized modification, and loaded 

only from trusted sources. Prediction processes include 

validation checks and error handling to prevent system 

crashes and unintended outputs. 

Because the system is designed with privacy in mind, it 

only collects data input that is strictly necessary for any 

given inference. The system processes any user-provided 

inputs temporarily and does not store them persistently, 

which can limit data exposure. It automatically clears 

session data from the session storage after every use. 

Without consent, no tracking or analytics will be 

performed. 

In addition, several security enhancements have been 

planned for production deployment: user authentication 

and authorization, secure session management, 

encryption of the database, API protection, enforcement 

of HTTPS, logging, and continuous monitoring. 

 

Compliance with relevant data protection regulations has 

been considered-India's Digital Personal Data Protection 

Act (DPDPA) 2023. Overall, the system lays down a 

nice path for securely scaling up a modular system for 

further enhancements. 

 

RESULT AND DISCUSSION 

The Smart Agriculture Advisor successfully proves the 

efficiency of an integrated artificial intelligence-based 

agricultural decision-support system. The agricultural 

decision-support system combines disease diagnosis, 

crop suggestion, fertilizer optimization, and price 

analysis into one easily accessible web-based interface, 

thereby countering the disintegration found within 

conventional agricultural advising systems.  

 

In technical terms, all fundamental modules had 

complete implementations with optimized response 

times and high system availability in regard to 

performance criteria. The disease detection module 

assists in the quick identification of a plant disease with 

a measure of confidence in the identification along with 

prescribed treatments. The crop/fertilizer 

recommendation module is designed to offer 

personalized recommendations based on Agronomy 

attributes. The price analysis module is useful for 

historical market trends to help a farmer adjust to these 

trends based on seasons. 

 

An important success factor of the system is the 

integration it provides. With the system, farmers are able 

to benefit from various advisory services at the same 

time. Its importance has dramatically reduced the time 

involved in making decisions. Furthermore, the system 

is also easily accessible, especially to small farmers. The 

system has made it possible for farmers to use it from 

standard personal computers, as well as smartphones. 

 

User feedback emphasizes ease of use, time-saving, and 

application value. Ease of use was related to the 

clearness of advice, indicators of confidence, and the 

advantage of having information in one place. 

On the other hand, shortcomings like inadequate 

information on crops and disease, reliance on the 

internet connection, and no forecast on price could be 

identified. 

 

Despite the above limitations, the system is effective in 

fulfilling main research gaps by adding personal 

agricultural intelligence to the agricultural field. The 

potential of this platform is immense as it can be further 

developed by adding more data sets, developing a ce ll 

phone version. 
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The Smart Agriculture Advisor Proves the Viability of an 

AI-Powered Platform by Validating the Importance of an 

Integrated Platform in the Agricultural Sector. 

 

KEY ACHIEVEMENTS 

The Smart Agriculture Advisor project has achieved its 

technological, functional, as well as research, 

requirements and serves as a successful example of 

Artificial Intelligence application in agriculture. The 

major achievements of this system are explained below. 

Successful Integration of Multiple AI Modules: 

 
One of the major successes of the project involves the 

ability to fully integrate a number of AI functionalities 

into one platform. The one application brought together 

the functionalities of: 

 

 CNN-Based Plant Disease Classification 

 Machine learning crop recommendation 

 Optimize Application of Fertilizers Based on Soil 

Nutrient 

 Historical Market Pricing Analysis 

 

This integration removes the imperative on farmers to 

collect information from disparate sources, considering 

that it provides end-to-end farming solutions. 

Real-Time Disease Detection System: 

 
It is able to successfully integrate the use of the disease 

detection module involving deep learning to identify 

various diseases in the plant from the images of its 

leaves. It is able to offer: 

 

 Rapid disease diagnosis 

 Confidence scores for prediction reliability 

 Treatment and Prevention Guidelines 

 

This goes to show that it really is possible to apply CNN 

models in real-time agriculture diagnosis. 

Site-Specific Crop and Fertilizer Recommendations: 

 
The recommendations generated are field-specific in the 

system as per soil parameters related to NPK levels, pH, 

and climatic conditions. Unlike advisory systems that 

have generic recommendations, these are: 

 

 Tailored to the specific conditions of each farm. 

 Optimized for productivity and cost efficiency at the 

same time 

 Compatible with the best agronomic practices. 

 

Market Price Analysis for Financial Awareness: 

 
The price analysis module has been able to display past 

commodity price trends, and statistical information such 

as average price, minimum price, and maximum price has 

been provided. This helps farmers to: 

 Recognize seasonal variations of prices 

 Be informed about sales and storage decisions 

 Minimize financial risks 

 

Despite it being classified as future work in predictive 

forecasting, the feature enhances the financial 

intelligence incorporated within the advisory system. 

User-Friendly and Accessible Web Interface: 

 
This project showcases how Streamlit can be 

effectively employed to create an interactive, 

dynamic, and user-friendly UI. Some of the main UI 

feats achieved through this project are: 

 Easy input interfaces that require little technical 

expertise 

 Real-time result displays with visual indicators 

 Compatibility with standard computers and 

smartphones 

Robust System Architecture and Performance: 

The system is based on a modular and flexible 

architecture, dividing the presentation, logic 

processing, and AI algorithms execution into separate 

components. The results of the performance test prove 

that: 

 

 Quick response times for all prediction modules 

 High system availability during testing 

 Elegant error handling for invalid input data 

The architectural design is scalable and allows room 

for future additions. 

Addressing Identified Research Gaps: 

 
The Smart Agriculture Advisor is able to successfully 

address some of the most crucial research gaps 

identified in the literature review by: 

 

 A Process for Integrating Disease Diagnoses, 

Resource Optimization, and Market Analysis 

 Data-Driven and Personalized Advice Rather than 

Regional Generalization 

 India-specific focus appropriate for smallholder 

farmers. 

 The application of our results in a real-world 

setting to overcome 

This ensures that the project has both academic and 

practical relevance. 

This ensure accessibility for smallholder and budget- 

constrained farmers. 

 

FUTURE ENHANCEMENTS 

Although the Smart Agriculture Advisor performs 

successfully on the task of AI-assisted decision support 

by successfully showcasing an AI-enabled decision 

support system, 
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there are certain improvements that need to be 

implemented for better accuracy, scalability, and 

applicability of the system. 

Model and Data Enhancements: 

Future upgrades of the system could include an 

expansion of crops and diseases with additional data sets 

that could include regional crops and disease data from 

India. Advanced deep learning algorithms such as 

transfer learning and more could be explored to enable 

more accurate disease identification, particularly in actual 

field scenarios with varying image quality. 

The existing price analysis module can be improved by 

incorporating time series models (LSTM/SARIMA) for 

short and medium-term forecasts for commodity prices to 

make forward-looking financial decisions. 

Real-Time Data Integration: 

Integration with weather APIs and soil sensors based on 

IoT technology (moisture, temperature, and nutrient 

sensors) will provide the ability to automatically collect 

the information and thus increase the accuracy of the 

recommendation plan. 

User Personalization and History Tracking: 

Application in the future could entail user authentication, 

allowing farmers to create farm accounts to store farm 

profiles, track advisory history, and assess effectiveness 

over various crop cycles. Users will be able to track 

trends in soil condition, diseases, and profits through 

personal dashboards. 

Mobile and Offline Accessibility: 

 
The creation of an exclusive mobile application (Android 

and iOS) with offline capability for key functions would 

be useful in improving accessibility, especially in rural 

areas with poor or no internet connectivity. The use of 

cached models, on the other hand, allows an advisory 

service with no need to always be connected to the 

internet. 

Multilingual and Regional Support: 

 
To facilitate its adoption, the system could be extended to 

incorporate regional Indian languages for agronomic 

guidelines. This shall make the system accessible to 

farmers who are not conversant with the English 

language. 

Advanced Decision Intelligence: 

Future research could also involve the design of hybrid 

systems combining AI with agronomic knowledge in the 

form of expert rules such as crop rotation patterns, usage 

of pesticides, or sustainability factors. Yet other models 

such as yield estimation/forecasting models or Return on 

Investment maximization models could also be beneficial 

for complete farm planning solutions. 

 

RECOMMENDATIONS 

The following recommendations are based on the 

overall system evaluation, user feedback, and 

limitations identified: 

For Production Deployment: 

 
 Implement features like secure user authentication, 

encrypted databases, and HTTPS enforcement. 

 Integrate continuous logging, monitoring, and 

periodic security audits into the process. 

 Migrate from CSV-based storage to a scalable 

relational database (PostgreSQL/MySQL). 

For Farmers & End Users: 

 
 Make use of only high-quality images with enough 

light to view diseases appropriately to avoid wrong 

predictions. 

 Periodically conduct basic soil testing to enhance 

recommendation reliability. 

 Consider AI-generated advice as decision support 

that needs to be complemented with local 

agricultural expertise wherever necessary. 

For Researchers and Developers: 

 
 Conduct long-term field trials for the validation of 

agronomic and economic impact. 

 Datasets should be expanded to reduce regional and 

seasonal biases. 

 Look for federated or private learning approaches 

that have a large-scale deployment. 

For Policymakers and Institutions: 

 
 Integrate support programs with government 

agricultural information systems. 

 These platforms should be promoted in agricultural 

training. 

 Make open data resources and AI-based advisory 

systems available to improve food security and 

sustainability. 

 

The future upgrades will focus on enabling the 

Smart Agriculture Advisor to develop into a 

completely autonomous, secure, and scalable 

platform for Precision Agriculture based on real- 

time data integration, predictive models, and 

personalized decision intelligence. 

 

CONCLUSION 

Smart Agriculture Advisor Website (AI for Food 

Security) effectively proves the application of 

Artificial Intelligence and Machine Learning in 

agriculture with its comprehensive 

http://www.ijcrt.org/


www.ijcrt.org                                    © 2026 IJCRT | Volume 14, Issue 2 February 2026 | ISSN: 2320-2882 

IJCRT2602111 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org a992 
 

decision-making service based on data. Actually, the 

project was meant to overcome the significant challenges 

faced in agriculture, including the late diagnosis of 

diseases, ineffective usage of resources, and unclear 

markets, all of which would be overcome with the 

assistance of an all-in-one agri-advice solution. 

 

The system comprehensively integrates CNN-based 

plant disease identification, machine learning-based crop 

and fertilizer recommendation systems , and market price 

analysis into an easily accessible web-based platform. By 

utilizing soil characteristics, climatic data, and image 

diagnosis, this system produces unique recommendations 

that aid in key decision-making by leveraging diverse 

data sources that would otherwise be diffuse and would 

entail consultations with subject matter experts. 

From a technical standpoint, this project showcases the 

entire end-to-end AI/ML development cycle, ranging 

from data preprocessing to model training, deployment, 

and inference. Streamlit-assisted front-end development 

recks with clarity and usability, while the Python-based 

machine learning models are efficient and accurate in 

terms of the backend. Performance analysis reveals the 

fact that this system is capable of functioning at optimal 

speeds with a tangible output. 

 

The project achieves its academic and research 

objectives successfully too, as it deals with the key gaps 

discovered within the existing decision support systems 

of agriculture. Contrary to most traditional and 

computerized systems, which provide general and 

disconnected suggestions, the Smart Agriculture Advisor 

offers customized, agriculturally specific, and India- 

specific suggestions. 

 

Though the existing code is designed to be more of a 

demonstration and learning system, it provides a robust 

basis for enhancement. Upgrading the system with real- 

time weather processing, price projections, 

authentication, mobile application constructs, and multi- 

language functionality would certainly add more 

feasibility to it. 

 

Therefore, the Smart Agriculture Advisor system 

confirms that it is possible to apply AI-enabled solutions 

to precision agriculture. The proposed system has made a 

significant contribution to the agri-tech field by forming 

a link between the state-of-the-art AI and agriculture, and 

it may be able to enhance productivity, sustainability, and 

food security even though the proposed system has its 

strengths and weaknesses. 

 

The Smart Agriculture Advisor is living proof that 

comprehensive decision-support systems powered by 

artificial intelligence can improve agriculture efficiency, 

accessibility, and intelligence, including for smallholder 

farmers. 
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