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Abstract: Crop diseases significantly reduce farming efficiency, resulting in major financial harm and 

challenges to food supply stability.[1], [2] Conventional methods for perceiving diseases typically demand 

significant time and rely on expert data. Recent progress in machine learning (ML) and deep learning (DL) 

has made it possible to detect plant diseases automatically with high precision.[3] To achieve better accuracy 

in plant disease classification, this work proposes a model that fuses Random Forest (RF) and Convolutional 

Neural Networks (CNN). The CNN extracts deep features from plant leaf images, while RF enhances 

classification robustness. The model is evaluated on a publicly available dataset, achieving an accuracy of 

93.31%, outperforming standalone CNN and RF models. The study highlights the potential of hybrid 

algorithms in precision agriculture. 
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I. INTRODUCTION 

Agriculture forms the backbone of many economies, especially in developing countries.[4] Plant diseases 

significantly affect crop yields, threatening food security and farmer livelihoods. Early identification of plant 

diseases enables timely intervention, reducing crop loss and improving yield.[4] Traditional methods require 

expert pathologists and are not scalable. Automated plant disease detection using artificial intelligence (AI) 

offers a promising solution. 

 

We propose a hybrid CNN-RF model where CNNs automate discriminative feature learning and Random 

Forest optimizes classification performance, improving both accuracy and interpretability in plant disease 

diagnosis. 

II. RELATED WORK 

Researchers have increasingly harnessed machine learning and deep learning to detect and diagnose plant 

diseases in recent studies: 

Mohanty et al. (2016) [5] “developed a deep learning model for identifying diseases in plants using leaf 

images. used a CNN trained on the Plant Village dataset and achieved an accuracy of 99.35%.” [6] Limited 

to a specific dataset and did not explore hybrid approaches. 

 

Ferentinos (2018) [7] explored “deep learning for plant disease detection and diagnosis.” Singh (2018) [8] 

and Das (2025) [9] used a CNN model with transfer learning and “achieved an accuracy of 99.53%” on the 

Plant Village dataset but did not address the computational complexity of deep learning models. 
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Too (2019) [10] compared deep learning models for plant disease classification and tested multiple CNN 

architectures: ResNet-50 “achieved the highest accuracy of 99.75%”.[11] This research overlooked the 

resource demands and processing costs of deep learning approaches. 

 

Rangarajan et al. (2018) [12] worked on detecting tomato plant diseases using machine learning using SVM 

and Random Forest (RF) for classification. An accuracy of 93.2% was achieved and it was limited to a single 

crop and did not explore deep learning techniques. 

 

Liu et al. (2020) [13] improved plant disease detection using transfer learning model MobileNet with fine-

tuning. This research overlooked the resource demands and processing costs of deep learning approaches. 

While it reached an accuracy of 98.9% using the Plant Village dataset,[6] the study was confined to controlled 

lab settings and lacked testing on real-world field data. 

 

Saleem et al. (2019) [14] developed a mobile-based plant disease detection system. “Achieving 96.7% 

accuracy on a custom dataset,” the research executed a computationally resourceful CNN model suitable for 

mobile applications. The gap that was seen was of limited to specific crops and did not explore hybrid 

approaches. 

 

Zhang et al. (2020) detect plant diseases using a hybrid approach. Unlike standalone deep learning models, 

this hybrid CNN-SVM approach benefits from CNN's automated feature learning while maintaining SVM's 

advantage in handling high-dimensional feature spaces “Achieved an accuracy of 98.2% on a custom dataset 

which was a limited dataset.” 

 

Hughes and Salathé (2015) [15] created a large dataset for plant disease detection. Developed the Plant Village 

dataset and used CNNs for classification. Achieved accuracy of 99.3% on the dataset under laboratory 

conditions and did not address real-world challenges. 

 

SVMs and Random Forests have also been used but struggle with high-dimensional raw images. However, 

standalone models often suffer from either overfitting (in CNNs) or lack of representational power in SVMs 

with hand-crafted features. Combining CNN feature extraction with RF classification can mitigate these 

issues. 

III. METHODOLOGY 

A. Dataset 

This paper uses the plant village dataset, containing over 9,000 images with different categories of healthy and 

disease leaves for maize plant species. Data augmentation (rotation, flipping, scaling) is applied to improve 

generalization. 

 

B. Preprocessing 

 Resizing images to 224x224 pixels 

 Normalization to [0, 1] range 

 Data split: 70% training, 20% validation, 10% testing 

 

   a          b         c      
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Figure 1 (a) healthy 1 (b) healthy 2 (c) disease 1(d) disease 2 (e) disease 3 (f) disease 4 

 

C. Architecture of the Model 

1. Input Layer: Input Size: 224 × 224 × 3 (RGB leaf image). Input images are resized and normalized to 

ensure consistent input to the CNN. 

2. CNN Feature Extractor: Pre-trained CNN EfficientNetB0 from ImageNet 

3. Feature Vector: Flattened Feature Vector obtained from the CNN is extracted for each image. These 

feature vectors are stored and passed into a classical machine learning model.  

4. Random Forest Classifier Model Type: Random Forest (an ensemble of decision trees) Training: On the 

extracted feature vectors. One class label per leaf image. 

5. Output Final Prediction: The Random 

 

Figure 2 Architecture of the Model 

 

D. Feature Extraction 

We use a pre-trained EfficientNetB0, a deep convolutional neural network (CNN) architecture commonly used 

for image recognition, to extract features from plant images. The EfficientNetB0 model was fine-tuned on the 

Plant Village dataset. Feature extraction was performed using a model trained for 5 epochs on the training and 

validation data. The number of epochs was set to 5 to balance performance and computation time. 

 

E. Classification: 

After feature extraction, we implemented a Random Forest classifier to classify plant diseases. The number of 

trees in the forest set to 50 to balance performance and computation time. A random seed of 42 was used to 

ensure reproducibility, allowing consistent results with each run. 

 

•Input image (224x224x3)

•Preprocessing
(Resize, Normalize)

•CNN

•Global Average Pooling Layer

•Random Forest Classifier

•Predicted Plant Disease
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F. Hybrid Model Integration: 

Combine the CNN and RF into a single pipeline for end-to-end disease detection 

 

IV. RESULTS AND DISCUSSION 

The standalone RF performed poorly on raw images, confirming the necessity for feature extraction. 

 

The CNN model had high performance but showed minor overfitting during validation.  

 

The hybrid model consistently outperformed others, especially in minority and visually similar classes 

 

A. Model Performance Comparison 

 

Table 1 Model Performance Comparison 

The table above compares the performance of three different models used for plant disease classification:  

 

Random Forest: Experimental results demonstrated consistent performance across metrics: 75.40% accuracy, 

complemented by precision 74.90%, recall 74.10%, and F1-score 74.50%, indicating balanced classification 

capability.  

While it performs reasonably, it lags the deep learning-based methods in all metrics. 

 

CNN (ResNet50 FC Layer): A convolutional neural network using the ResNet50 architecture with a fully 

connected layer performed significantly better, achieving an accuracy of 92.30%, and strong values for 

precision (91.10%), recall (91.90%), and F1 score (91.91%).  

This indicates effective learning and generalization on the dataset. 

 

Proposed Hybrid CNN+RF: The best performance was achieved by the proposed hybrid model, which 

combines CNN-based feature extraction with a Random Forest classifier. It reached an accuracy of 96.81%, 

with precision and F1 score of 93.31%, and recall of 93.09%.  

This shows that integrating deep learning for feature extraction with a traditional machine learning classifier 

enhance overall performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Model Accuracy Precision Recall F1 Score 

Random Forest 75.40% 74.90% 74.10% 74.50% 

CNN (ResNet50 FC Layer) 92.30% 91.10% 91.90% 91.91% 

Proposed Hybrid CNN+RF 96.81% 93.31% 93.09% 93.31% 
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B. Accuracy Comparison Bar Chart 

 

 

Figure 3 Accuracy Comparison Bar Chart 

 

This chart clearly demonstrates that while the standalone CNN outperforms the Random Forest, the Hybrid 

CNN+RF model achieves the best overall performance, making it the most effective method for plant disease 

classification in this comparison. 

 

C. Confusion Matrix Analysis 

The hybrid model showed high precision in distinguishing similar diseases. 

 

The confusion matrix below represents the performance of a hybrid model designed to distinguish between 

three similar diseases Disease A, Disease B, and Disease C as well as a None-category indicating no disease. 

The model's performance is evaluated on true labels (actual diagnoses) versus predicted labels (what the model 

guessed) 

Random Forest CNN (ResNet50 FC Layer) Proposed Hybrid CNN+RF

Accuracy 75.40% 92.30% 96.81%

Precision 74.90% 91.10% 93.31%

Recall 74.10% 91.90% 93.09%

F1 Score 74.50% 91.91% 93.31%
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Figure 4 Confusion Matrix Analysis 

 

Analysis of the confusion matrix indicates superior performance of the Hybrid CNN+RF approach, with 

dominant diagonal elements (high true positives) and sparse off-diagonal entries (few false predictions). 

 

D. Summary of results 

Three models were evaluated for plant disease classification: Random Forest, CNN (ResNet50), and a novel 

Hybrid CNN+RF model. The Random Forest model achieved moderate results (accuracy: 75.40%) but was 

outperformed by the CNN (accuracy: 92.30%), which showed strong generalization capabilities. The Hybrid 

CNN+RF model delivered the best performance overall, achieving an accuracy of 96.81% with high precision 

(93.31%) and recall (93.09%).  

 

This methodology synergistically integrates deep learning-based feature extraction with the stability of 

conventional machine learning algorithms. The confusion matrix further confirms the hybrid model's strength, 

especially in accurately distinguishing between visually similar diseases, with minimal misclassifications. 

 

V. CONCLUSION 

The proposed hybrid algorithm, combining Random Forest and Convolutional Neural Networks, offers a 

promising approach for plant disease detection, addressing the limitations of traditional methods and single-

algorithm approaches. The use of a hybrid approach allows for the integration of diverse data sources and 

feature extraction techniques, resulting in a more robust and accurate detection system. The algorithm's 

performance was evaluated on a comprehensive dataset of plant images, demonstrating its ability to 

effectively identify and classify various plant diseases. Future work will focus on developing a hybrid model 

that combines efficiency with accuracy, aiming to significantly reduce computational time while maintaining 

or improving predictive performance. This study contributes to precision agriculture, enabling early disease 

intervention and reducing crop losses 
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