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Abstract: Brain tumors are complicated, potentially fatal diseases that need to be diagnose dearly
and accurately in order to be effectively treated. In clinical practice, magnetic resonance imaging, or MR, is
frequently used to identify and track brain tumors. However, manual MRI scan
interpretation takes a lot of time, can result in inconsistent diagnoses, and is susceptible to inter-observer
variability. Convolutional neural networks (CNNs), which offer notable
gains inaccuracy and efficiency, have become potent instruments for automated medical image analysis as a
result of deep learning breakthroughs. This research focuses on the creation and assessment of CNN-based
models to categorize brain tumors into three main groups: pituitary, meningioma, and glioma. The suggested
model is trained and validated using an MRI data set that is openly accessible. To maximize performance, the
study investigates different CNN architectures, pre-processing methods, and training appr-

-oaches. The efficacy of the model is evaluated using key evaluation metrics like accuracy, precision, recall,
and F1- score. The findings show that CNNs are capable of achieving high classification accuracy and

may help radiologists make clinical decisions by offering prompt and trustworthy second opinions. This work
adds to the expanding field of Al-assisted diagnostics and demonstrates how deep learning models can
improve brain tumor early detection and classification.

Index Terms - Brain Tumor Classification, Convolutional Neural Networks (CNN), Magnetic
Resonance Imaging (MRI), Transfer Learning, Deep Learning, Pre-trained Models, Medical Image
Analysis, Feature Extraction.

I. INTRODUCTION

Brain tumors are a complex medical problem that threatens the lives of thousands of people across the
globe each year. Tumors are abnormal tissue growths within the brain and could be malignant or benign.
Improving survival rates hinges on timely and accurate diagnosis of these tumors, with prognosis fully relying
on early-stage detection of growths. MRI scans remain one of the primary diagnostic tools for brain tumors
since they provide detailed images of brain structures and offer a non-invasive means of tumor identification
and monitoring. Unfortunately, analysing MRI scans is an intricate and laborious task that requires
considerable attention and is often inefficient—even within expert hands. This gives rise to subjective
evaluative judgement, as well as variability across cases especially those requiring distinguishing subtle
diagnostic details, or visual features that are overlapping.

The last few years have witnessed tremendous progress in the incorporation of Al automation into
medical imaging, especially with regard to ensuring precise automatic identification of ailments. One notable
development is the rise of Convolutional Neural Networks (CNN) deep learning techniques. CNNs have
become widely popular in the domain of image classification due to their ability to learn automatically feature
hierarchies from input data. With CNNs, medical images such as MRI scans.
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The application of CNNs on brain tumor classification has attracted much attention as these models are
capable of distinguishing between gliomas, meningiomas and even pituitary tumors. It is well known that
there is a multi-layered hierarchy of classification in machine learning and these classification problems are
of great importance not just for diagnosis but also for decision making on the treatment plan. In addition,
models based on CNN can decrease the required time for diagnosis, aid radiologists in making decisions, and
from an overall perspective improve the clinic’s services to the patients.

This focuses on the analysis of the problem and evaluation of the approaches that deal with CNN
architectures for the classification of brain tumors from MRI pictures. It aims to analyze different model
designs, pre- processing steps, and corresponding evaluation measures to build a system which is capable of
performing at high classification levels. Moreover, the work considers the problems associated with medical
images such as the class imbalance problem, the variability in images of the same tumor, and the requirement
of being explainable to the users in the medical field. With deep learning, this is part of the ongoing research
which focuses on automated systems for improving the diagnostics in medicine and highlights the importance
that Al may bring to medicine.

II. LITERATURE REVIEW

Classifying brain tumors through medical imaging, especially with magnetic resonance imaging
(MRI), has made great strides thanks to the progress in deep learning techniques. In particular,
Convolutional Neural Networks (CNNs) have shown remarkable ability in pulling out intricate features and
streamlining the diagnostic process.

EXTENDED LITERATURE REVIEW ON CNN-BASED BRAIN TUMOR CLASSIFICATION
Author(s) Method%lsoegdy/Model Dataset Contribution
. Accurate tumor
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techniques . .
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Improved model
BRATS stability and
classification accuracy
Combined feature
Ensemble of CNN and BRATS, learning with traditional
SVM Private classifiers for
performance boost

CNN with hybrid

Paul et al. [15] wavelet pre-processing

Banerjee et al. [16]

TABLE L.

These studies collectively demonstrate that CNNs provide a powerful framework for automating brain tumor
classification with high accuracy and low computational costs, particularly when integrated with transfer
learning and robust data pre-processing techniques.

1. PROPOSED METHODOLOGY

The human brain can be modelled computationally using neural networks, which are commonly used
for tasks like pattern recognition, data clustering, optimization, and classification. These networks typically
fall into three categories based on how they connect: feedforward, feedback, and recurrent networks.
Feedforward neural networks can be split into single-layer and multi-layer designs. Single-layer networks
have just input and output layers, while multi-layer networks add one or more hidden layers to boost their
learning ability.

Recurrent networks, in contrast, are designed with closed loops, allowing outputs to be fed back into
the network. This feature enables them to learn from temporal sequences. When it comes to image-related
tasks, such as detecting brain tumors, Convolutional Neural Networks (CNNs) shine. CNNs handle image
data by transforming a 3D input volume (height, width, depth) into a corresponding 3D output volume, all
while preserving the spatial hierarchies of features.

A standard CNN architecture typically includes these layers:

Input Layer: This is where the input image comes in.

Convolution Layer: It breaks the image into smaller sections and applies filters to pull out important
features.

ReL U (Rectified Linear Unit) Layer: This layer adds non-linearity, helping the model learn better through
element-wise activation.

Pooling Layer (optional): This layer reduces the size of feature maps to cut down on dimensionality and
computation.

Fully Connected Layer: This layer wraps things up by generating class scores or probabilities for final

classification.

The CNN-based brain tumor classification system works in two main stages: training and testing.
During the training stage, we take a labelled dataset think tumor and non-tumor MRI images and put it through
some pre-processing steps, like resizing the images. Then, we use the CNN for feature extraction and
classification, all while being guided by a loss function that helps us evaluate how well the model is predicting.
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Figure 1: Proposed System Architecture for Brain Tumor Classification

To make the training process more efficient and cut down on computational costs, we use a pre- trained
model, like Image Net. This means we don’t have to start from scratch; instead, we just fine-tune the final
classification layers. This approach significantly reduces training time while still keeping accuracy high.

In the training process, we optimize a loss function using gradient descent, which measures the gap
between the predicted scores and the actual labels. A lower loss means the model is performing better. The
gradients from the loss function help the network adjust its parameters to boost classification accuracy.

Here’s a quick rundown of the algorithmic steps for CNN-based brain tumor classification:

i. Apply convolutional filters to the input image.

ii. Use subsampling (pooling) to shrink the feature map size and reduce filter sensitivity.
iii. Activate neurons through the activation layer (ReLU).
iv. Stack deeper layers with fully connected neurons to enhance learning.

v. Introduce a loss layer during training to give the network feedback on its performance.

vi. Optimize using gradient descent to minimize loss and improve accuracy.
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IV. RESULT AND DISCUSSION

For this research, we compiled a dataset that includes both tumor and non-tumor MRI images from
various sources, including Radiopaedia and the BRATS 2015 dataset. These sources offer a mix of real-world
and benchmark MRI scans, which really boosts the robustness of our model evaluation.

Glioma

Meningioma

No-Tumor

Pituitary

Figure 2: Brain tumor Classification

We implemented a CNN-based model using Python and assessed its performance through metrics like
training accuracy, validation accuracy, and validation loss. The results indicate that our model achieves higher
accuracy and converges more quickly compared to traditional methods.

In older techniques like Support Vector Machines (SVMs) required manual feature extraction before
they could classify images. This not only made things more complex but also limited their classification
accuracy. Our CNN model, on the other hand, automatically learns the relevant features from raw image data,
outperforming the SVM approach in both efficiency and reliability.

INPUT IMAGE Preprocessing Segmentation

Figure 3: SVM classifications
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Overall, our CNN-based system shows promising results for automatic brain tumor classification, offering a
scalable and accurate solution for medical image analysis.

- Model Training History
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/ —— Loss
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Figure 4: CNNs classification

e X-axis (epoch): Number of training epochs. One epoch = one full pass over the training dataset. This
graph shows 4 epochs (0 to 3).
e Y-axis (value): Represents both accuracy and loss values (ranging from 0 to 1).

Blue Line — Accuracy:

e Represents how well the model is performing (i.e., the proportion of correct predictions).
e The line is increasing, starting from about 0.82 (82%) and reaching close to 0.96 (96%) by epoch 3.
e Arising accuracy means the model is learning and improving over time.

Red Line — Loss:

e Represents the error or how far the model’s predictions are from the actual labels.
e The loss starts relatively high (around 0.48) and decreases steadily to about 0.11 by epoch 3.
e A lower loss means the model is minimizing mistakes.

Key Points:

e Training is effective: Accuracy is increasing and loss is decreasing — exactly what you want to see.

e No signs of overfitting (yet): Since this shows training performance only (not validation), we can't be
100% sure, but this is a good early sign.

e The model is converging well, which is great for a classification task like brain tumor detection.
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VI. CONCLUSION

Classifying brain tumors with Convolutional Neural Networks (CNNs) has proven to be quite
effective, representing a significant leap in medical image analysis and diagnostics. In this project, we created
and trained a CNN- based deep learning model designed to accurately differentiate between various types of
brain tumors using MRI images. From the training history graph, it’s clear that the model is consistently
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improving, with accuracy climbing from about 82% to 96% in just a handful of epochs. At the same time, the
loss value is gradually decreasing, which indicates that the model is successfully learning the important
features and reducing classification errors during training. This trend suggests that the model is converging
well, with no obvious signs of overfitting at this point. CNNs are particularly well-suited for this task because
they automatically learn and extract deep hierarchical features from the raw pixel data of images. Unlike
traditional machine learning approaches, CNNs eliminate the need for manual feature extraction, making the
system more scalable and adaptable to various imaging datasets. The combination of convolutional layers,
pooling layers, and fully connected layers enables the model to capture intricate patterns and spatial
hierarchies within brain MRI scans, which are crucial for accuracy.

This method holds significant potential for clinical applications. An accurate and automated brain
tumor classification system can assist radiologists and medical professionals by acting as a second opinion,
helping to reduce human error, speed up diagnosis, and prioritize urgent cases. Especially in regions where
access to medical expertise is limited, such Al-driven systems can bridge the gap and enhance the quality of
healthcare delivery.

In summary, the CNN-based model used for brain tumor classification highlights impressive accuracy
and efficiency, illustrating the remarkable capabilities of deep learning in medical diagnostics. With additional
optimization, validation, and a smooth integration into real-world clinical settings, these models could become
vital tools for the early detection, diagnosis, and treatment planning of brain tumors.
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