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ABSTRACT

The worldwide expansion of the Internet of Things (IoT) has been characterized by significant
growth, as seen by the widespread use of diverse devices in domains such as housing environments,
transportation systems, healthcare facilities and industrial sectors. The introduction and integration of
the 10T concept in industrial environments has resulted in significant modifications to the architecture
of Industrial Automation and Control Systems (IACS), as well as the widespread interconnectivity of
various industrial systems. The outcome of this development is often known as the Industrial
loT(I10T), which eliminates the obstacle of linking IACS with separate traditional Information and
Communication Technology (ICT) platforms. In contemporary times, the 10T has begun to affect upon
our individual lives and extend its influence beyond our immediate surroundings, therefore
establishing a foundation for imminent cyber-attacks targeting the 1oT. The extensive utilization of the
loT has produced a productive ground for potential assaults against 10T systems. Machine learning
(ML) algorithms have been used as effective tools for enhancing the security of wireless
communication in IloT-based systems, as well as addressing a range of cyber security issues. Hence,
this study presents an improved ensemble model for intrusion detection that utilizes Firefly Algorithm
(FA) to classify hostile behaviors in network data within the context of 110T. The performance of the
proposed model was evaluated usingprecision, recall, F1 score,accuracy, F2 score and ROC-AUC
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metrics on the X-l1loTIDDataset, which is an lloT-based cyber security dataset. The obtained findings
were compared to those of other recent state-of-the-art ML models, and it was observed that our model
exhibited superior performance.

Keywords:ML, IoT, 10T, Attack, Security, Optimization, IDS
1.Introduction

The 10Tis a system of interconnected devices which help support the interaction between "things" and
it allow to the development the distributed applications using more complex structures
like computing.The 10T is constantly advancing, with a growing number of connected devices. This
expansion leads to the accumulation of more data, which is then evaluated and used to develop
intricate algorithms. These algorithms enable the automation of various operations, resulting in
increased efficiency.Under the 10T supper class, the 10T subclass is one of the categories, which
refers to 10T technologies utilized in industrial contexts, specifically in manufacturing plants. The 1loT
refers to the use of 10T technology specifically in the industrial sector, particularly for advanced
manufacturing purposes.[1].The IloT was a network of sensors and self-contained devices that
communicate with industrial applications via the internet/network. This network allows for data
collection, analysis and production optimization, increasing efficiency and lowering manufacturing
and service costs.lloT technology could assist industrial companies increase productivity by
improving predictive maintenance plans i.e. the state and functionality of equipment to predict when it
may occur. The industrial internet reference architecturemay serve as a reference for developing
sophisticated systems in the lloTdomain [2].

Based on statistics from Oxford Economics, the 110T has the potential to affect sectors that contribute
to 62% of the Gross Domestic Product (GDP) in the G20 nations. Therefore, the implementation of
I1oT in various industries is expected to be the primary catalyst for productivity and innovation in the
next decade [3].The 11oT has numerous uses in industries such as Self-driving vehicles, Healthcare,
Optimizing the efficiency of machines, Minimizing human mistakes, Improvement in distribution and
logistics, as well as a reduction in the overall amount of accidents. With the rise of HoT applications,
there is a corresponding increase in security concerns and cyber-attacks. [4]. The most common threats
in 11oT systems are man-in-the-middle attacks, denial-of-service attacks, device exploitation, data
interception and tampering, firmware and vulnerabilities in software and so on. To improve the
security of lloT systems, we should examine the following specific traditional aspects: frequently
updating and patching firmware and software,secure network communications,installing intrusion
detection and prevention systems, train employees on cyber-security best practices, establish incident
reaction and recovery plans, conduct frequent security evaluations and penetration tests. Over the last
decade, several cyber-attacks have targeted the IloT, impacting both software and hardware
components. These assaults have impacted various system elements, including the status of pumps and
sensors.[5, 6].Many businesses use Intrusion Detection Systems (IDS) to defend against malicious
attacks and safeguard the security of 10T nodes and networks.[7].Hybrid IDSs aim to improve upon
the shortcomings of signature and anomaly-based IDSs. Traditional IDS suffer from high false-
positive rates and limited detection accuracy, leading to inaccurate results.

By harnessing the capabilities of artificial intelligence (Al), machine learning (ML) has facilitated the
development of cutting-edge solutions that simplify procedures, improve decision-making, and
optimize operations.[8].ML is crucial for contextual analysis in the 10T, since it improves the system's
ability to analyze and resolve network difficulties and problems with 10T devices over time [9]. ML
approaches are the most often used techniques for conducting intrusion detection [5]. ML may
enhance the process of experimental learning and decision-making in different systems by boosting
their abilities and capacity without the need for explicit programming [10]. Recent studies have shown
that ML algorithms may effectively mitigate many security vulnerabilities and enhance the efficiency
of anomaly-based detection approaches [11-13]. The application of the ML-based model for the I10T-
based network still faces various challengessuch asLow Processing Ability and Data Analytics[14].
Algorithms for ML are used to classify anomaly events such as attacks and 10T hardware failures.
Malicious activity is classified using various methods such as Support Vector Machine (SVM), Linear
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Discriminant Analysis (LDA), Logistic Regression (LR),Naive Bayes (NB),k-nearest neighbours
(KNN) and CART. The results reveal that CART and NB perform the best in terms of accuracy,
precision, recall and F1score [15].

Traditional ML techniques, such as Bayesian Belief Networks (BBN) and SVM, have been employed
in cyber-security. The huge amounts of data generated by 10T require the use of a ML-based system
that has been designed to its specific requirements. TheML model is adaptable and the scalability
increases with very low performance fluctuations, so this demands the need of developing more
advanced ML approaches and optimization strategies for efficiently processing massive amounts of
data in the manufacturing industry. Industrial 10T combines operational technology (OT) and
information technology (IT) for addressing safety and security concerns [16].

To handle the 10T dataset using ML could be a huge challenge. Ensuring the security and privacy of
the information, it is the complicated task to train the model accordingly. 10T dataset are high
dimensional data, so it is a challenging task for ML algorithm to handle the complex dataset and
finding the learning patterns for accurate predictions. Due to diversity nature of I10T dataset, it is quite
challenging for ML model to handle it. Sample collection of I10T data is not always same because it
most probably depends on network behaviour. Data imbalance can lead to make a biased model which
can’t maintain equilibrium state between the I1oT dataset of majority and minority classes. Normally
ML models are running in one setup parameter, which is by default. Every time one parameter setup
not giving us a better performance due to diversity nature of data in 110T. So to avoid these limitation
hyper-parameter of models are essential factors in ML. Hyper-parameters in ML are defined by the
user to control the learning process and to improve the learning rate of the model. Hyper-parameter
tuning is iterativeand it also can try out in different combinations of parameters and values, so it will
impact the model complexity and performance to detect the lloTnetwork. ML model hyper-parameter
optimization is a method used to improve performance by identifying the optimal combination of
hyper-parameter values within a certain time frames. Automatic hyper-parameter selection approach
for determining the optimal network configuration is the most important aspect in IloT. Various
optimization approaches are used to find the optimal hyper-parameters with Grid Search, Genetic
Algorithm, Bayesian Optimization, Random Search, Particle Swarm Optimization (PSO), Firefly
Algorithm (FA)[17], Simulated Annealing, Ensemble Method etc. Among all optimization FA is a
most popular.Several studies stated that FA is employed for hyper-parameter tuning for ML model and
it gives a significant result in anomaly detection of 1loT network. FA can be utilized in IloT to
optimizing communication protocols, scheduling tasks in industrial processes, or improving the overall
efficiency and reliability of IloTsystems. Using ML approaches and realistic FA, we can improve
cyber-attack detection models by training them with route data sets [18].The standardFA technique is
used to find the optimal values of hyper-parameters in order to achieve a greater level of accuracy in
detecting attacks. [19].This research mainly offers the following main contributions:

e The lloT ecosystem comprises a diverse range of devices and sensors that generate a
substantial amount of data. The use of a ML technique is a significant analytical tool for
promptly analysing vast amounts of data and producing quick and effective conclusions in real -
time.

e An IDSemploying a method called FA_XGBoost has been proposed to detect and minimize
cyber-attacks in an 10T environment.

e This study assessed many performance measures, including as recall,precision, F2 score, ROC-
AUC, F1-score and accuracy, to compare the effectiveness of advanced ML ensemble methods
versus classic ML models. The suggested model demonstrated a remarkable accuracy of
99.91%, outperforming existing advanced ensemble and conventional ML methods.

The following sections of the research are organized in the succeeding way. Section 2 describes a
thorough examination of the relevant literature. Section 3 illustrates an elaborate description of the
proposed work. Section 4 discusses over the experimental setup and describes an overview of the
dataset. Section 5 offers a comprehensive examination of the simulation findings. Section 6 describes
a definitive overview of the research.
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2 Literature Studies

To effectively respond to harmful attacks, the 11oT must continually develop its security protection
technologies to ensure its own security. 10T security poses a significant problem for industrial actors
and academic research, integrating security measures like intrusion detection improves IloT
environment security. Relevant research keeps on expanding and improvesdefenses against dangerous
attacks, which will give vital support for the growth of industrial internet security.This section
discusses the previous related work done on 10T IDS framework.

Qaddoori et al. (2023) [20]utilized the ML models to develop a lightweight IDS for edge devices to
detect MQTT-based threats by taking MQTT dataset. Multiple security mechanisms ensure reliable
and secure data sharing between fog nodes and edge devices during updates and security assessment of
the suggested security model get up t099.69% accuracy. Agarwal et al. (2023) [21],the SDT (Splinted
Decision Tree) method classifies the obtained features into different incursion groups and this
approach splits the feature space, allowing for faster decision-making while maintaining accuracy. The
NSL-KDD dataset is utilized to train and evaluate the model and proposed hybrid methodology
outperformed standard intrusion detection approaches in terms of accuracy. Finally the model is
resilient to network traffic variations and accurately detects both known and unknown intrusions.
Todetecting intrusions in the IloT, the Hybrid Deep Convolutional Auto encoder and Splinted
Decision Tree (HDCA-SDT) technique is applied on NSL-KDD dataset and the accuracy of their
detection is made up 98.9%.

Kota et al. (2021) [22],The lIoT-HML system uses the induced wheel optimization (IWO) algorithm to
construct clusters. Information is sent from the source node to the destination through the cluster head
(CH), preventing data loss and improving security by ensuring a trusted path. This research
demonstrates how a coach and player learning neural network (CP-LNN) can be utilized to monitor
industrial processes and prevent accidents through basic control tactics.A hybrid ML technique is
proposed for 110T, which enableto overcome problems in both information security issues with
accurate monitoring and control system by taking Synthetic dataset and the accuracy results are
compared betweenexisting classifier like SVM 90.15%, KNN 93.1%, Deep Neural Network (DNN)
94.23% and purposed classifier CP-LNN 98.5%. Mrabetet al. (2022) [23], Their methodology might be
used to enhance the security of 10T designs for smart manufacturing. This involves using blockchain
technology with ML algorithms. The TON_loT dataset was used to evaluate the performance metrics
of ML classifiers in an industrial setting, specifically against typical assaults and the accuracy results
based on model classifiers are Decision Tree (DT) 99.96%, SVM 99.95 %, Random Forest (RF)
99.76%, Naive Bayes 78.1% , ANN 99.97% .

Zolanvari et al. (2019) [24] found that ML may address the existing gap in identifying new forms of
attacks, such as backdoor, command injection and SQL injection. They demonstrated the effectiveness
of an ML-based anomaly detection system in accurately detecting these assaults. To conduct a
vulnerability assessment of IloT systems, it is necessary to identify common malicious attacks,
analyze the related risks, and investigate the use of ML techniques to minimize these threats.
Toevaluated the performance of model by using Synthetic dataset, the accuracy results based on ML
classifiers are RF 99.99%, LR 99.90%, DT 99.98%, KNN 99.98%, NB 97.48%, SVM 99.64%, ANN
99.64%. Kumar et al. (2022) [25], An l1oT IDS has been created utilizing the Inception network and
Convolutional Neural Network (CNN). Experimental results show that this method provides
information with high accuracy, an accurate detection rate and a low false alarm rate. Performance
comparison of Traditional CNN is (98.25%) and Inception CNN is (75.03%) based on mobile network
dataset. So the suggested model (Inception CNN) achieves a higher detection rate with a lower false
positive rate and greater data accuracy.

Khan et al.(2021) [26]evaluated the trustworthiness of 1loT devices by analysing their location
knowledge, temporal experience and behaviouralpatterns. The model suggests applying KNN
clustering and SVM to classify the extracted attributes based on the neutrosophic weighted product
method (WPM). The simulated sensor dataset gives 100% accuracy. The suggested neutrosophicSVM
approach accurately identifies trust boundaries and calculates the final trust score. Chen et al. (2021)
[27]presented a classification approach for detecting anomalies in ICS (Industrial control
systems) environments. The suggested Long Short-Term Memory (LSTM) detection model was
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evaluated utilizing ICS datasets from diverse sources and shown effective performance accuracy
86.58%.The suggested detection approach categorizes traffic flow protocols and discovers anomalies
within each. There technique minimizes training time and enhances detection efficiency in diverse
network contexts.

Supervised ML was used to automate IloT role engineering and fine-grained access control by Usman
et al. (2023) [28]. Their mapping methodology secures user confidentiality and resource access in
SCADA-enabled 10T environments using a fine-tuned multilayer feed forward artificial neural
network (ANN) and an extreme learning machine (ELM) for role engineering. For the SCADA
dataset, ELM was 89% accurate and ANN 96%. Naik et al. (2022) [29] compared anomaly detection
ML classification methods. RF, LR, Light GBM, DT, and KNN are compared in this article. Four lloT
datasets were examined using PyCaret. On Demand versus Response and E-filtration painting
maintenance datasets, RF achieved 99% and 98% accuracy, KNN 94% accuracy in semiconductor
production, and RF 93.98% in HRSS. RF introduced the greatest anomaly detection accuracy
(98.15%). The RF method surpasses with multivariate I10T datasets.

Table 1: Summary of Existing Studies

Methods Proposed Performance Dataset Benefit of the | Limitation of | Yea
Used Method Measures Study the Study r
It is effective
against a wide
range of
internal and The securit
Accuracy=99.68 % external attacks issle fight %le
DT Precision=99.67% MQTTse and strikes a arisdh ingcase
RF DT Recall=99.68%  date balance 8 mult-tier 202
GB F1 score=99.66% between strong 3
lloT structure.
performance
and high
security.
The HDCA-
DL- SDT
The 10T new
Illl:?)lp-?DS Accuracy=98.90 % Z?fri?ia(\a,\rlmct)lrk dataset which
CNN- HDCA.- Precision=98.70% NSL- detects an{i could be
Recall=98.20% KDD e acquired from
LSTM SDT classifies
F- dataset R the actual
HDCA- _ abnormalities in .
Measure=98.50% . world quit be
SDT complicated :
challenging
datasets by for thi
introducing or this
model. 202
feature
. 3
extraction
capabilities.
The highest Not
ANN Accuracy=96.00% level of applicable for
ANN precision=93.00%, | SCADA | flexibility may | implementing | 202
ELM Recall=88.00% Dataset | be quickly and attribute- 3
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3 Materials and Methodologies

Hyper-parameter tuning has always been a crucial part of prediction models. In this part, we introduce
the existing research on these approaches.
3.1 XGBoost
XGBoost[30] is a potent approach for both regression and classification tasks. It is employed as a
collection of successful programs derived from Kaggle tournaments. XGBoost is anensemble ML
algorithm, utilizes the gradient boosting framework to iteratively construct decision trees in order to fit
a value with residual and enhance the efficiency and performance of learners. XGBoost differs from
gradient boosting by use a Taylor expansion to estimate the loss function. This approach results in a
model that achieves a more favourable balance between bias and variance. Additionally, XGBoost
often requires fewer decision trees to achieve greater accuracy. XGBoost is described below.
Let's consider a sample set with 'n’ samples and 'm’ features, denoted asD = (xi,yi) (|[D| = n,xi €
Rm,yi € R), where 'x’ represents the eigenvalue and 'y’ represents the actual value.The method
aggregates the outcomes of ‘N’ trees to get the ultimate anticipatedvalue shown in Eqg. (1).

N

Vi = z fn(x0), f € F,Where F is the set of decision stumps or trees Eq.(1)

n=1

3.2 Firefly Algorithm (FA)

The FA is an instance of swarm intelligence algorithm that was designed by Yang. Fireflies, often
known as lightning bugs are typically seen emitting flashes of light in the sky during summer
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evenings. The flashing activity of fireflies serves either to attract a potential mate or to protect
themselves from predators. Another significant attribute of fireflies is that both the brightness of their
light and the air's impact on the light intensity diminish as the firefly moves away from a brighter
source. This decreased intensity occurs because the air absorbs the light as the distance between the
firefly and the source grows. Consequently, the intensity of light is directly proportional to the degree
of fitness. Despite this, the complicated nature of the natural habits of fireflies serves as a driving force
to establish three assumptions in order to formulate a functional algorithmic approach. The following
are the presumptions.
Fireflies were thought to be unisex and attracted to each other regardless of their gender.
The brightness of fireflies has a direct correlation to their attractiveness, which decreases with
increasing distance.
The light intensity or brightness is determined by the practical implementation of the objective
function.
In this context, the symbol LI(d) denotes the intensity of light at a certain distance 'd’, whereas 'LI,’
represents the intensity of light at the source. In addition, when simulating actual natural systems in
which the surrounding environment partly absorbs light, the FA utilizes the "y’ parameter to represent
the light absorption coefficient. The majority of FA versions often use the Gaussian form in order to
mimic the combined effect of the "y’ coefficient and the inverse square rule for distance. The Eq. (2)
represents the light intensity.

LI(d) = LI, x e™Y%* Eq.(2)
Additionally, as seen in Eq. (3), the attraction 'S’ of a particular firefly is precisely proportional to its
light intensity and also relies on distance. The parameter 'S,’ represents the level of attract when the
distance is zero (d = 0). Eq. (3) is often substituted by Eq. (4) in practical applications.

B(d) = By * e Eq.(3)
Bo
pD =172 Ee®
The Eq. (4) and (5) is the fundamental FA search equation for an individual 'k’. In each iterationi +
1, individual 'k’ travels to a new position ‘x; towards individual '’ with higher fitness. The Eq. (5) is
expressed as follows.
xf = xL + By * e~k (xf — xt) + a'(u— 0.5) Eq.(5)

The randomization parameter is represented bya. The random integer produced from either a Gaussian
or uniform distribution is denoted as'u’. The spatial separation between two observed fireflies
'k'and 'l'is represented by 'd; ;" The typical values that provide satisfactory solutions for most issues
are 1 for '8,"and a range of values between 0 and 1 for 'a’".

3.3 Proposed Work

This section aims to analyse the effectiveness of optimization technique by comparing them on the X-
[1oTID dataset. We employed an 110T dataset, partitioned into a ratio of 80:20 for training and testing,
respectively. We employed the conventional ML model in conjunction with an ensemble method.
Subsequently, we evaluated its computational expense after hyper-tuning by optimization strategy like
FA. In order to identify the most efficient methods for adjusting the hyper-parameters of the XGBoost
algorithm, FA optimization technique has been evaluated based on their computational complexity.
Figure 1 depicts the sequential process of the proposed approach.
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XGBoost Evaluation and it’s Hyper-parameter Optimization with FA
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Figure 1: Proposed FA_XGBoost Architecture

4 Dataset Overview and Simulation Environment

The following section offers a comprehensive summary of several crucial information including
specifics on the dataset, the simulation environment and a comparative evaluation of the outcomes
derived from the proposed methodologies in contrast to previous research.

4.1  Simulation Setup

A HP Pavilion System with the following configurations has been employed for implementing the
suggested approach, in addition to many ML methods and ensemble learning techniques for
comparison: Required hardware for the experiment includes a 12th Gen Intel(R) Core (TM) i5-1240P
1.70 GHz processor, 32 GB of RAM, Windows 11 Home and an Intel iRISXe graphics processing
unit. It also uses the Python programming language, ML methods and Google Colab Notebook for
experiments. The research also makes use of the open-source ML framework Scikit-learn, data
analysis tools NumPy and pandas, and visualization tools seaborn and matplotlib.

4.2  Dataset Overview
The X-IloTID dataset for intrusion detection was obtained from IEEE-Data Port [31]. The final

version of the X-110TID dataset contains 820,834 instances (421,417 observations/instances for normal
and 399,417 for attacks), as well as 68 characteristics.
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5 Result Analysis and Discussion

For evaluating the efficacy of the proposed method, the experimental process incorporates a range of
ML and ensemble learning techniques. This section describes comprehensive information on the
analysis of the findings. This research investigated a range of ML approaches, including LR, DT,
SVM, KNN, as well as ensemble methods such as RF, AdaBoost, XGBoost and FA XGBoost.
Furthermore, all the approaches being studied, including the one suggested, were evaluated for their
performance using measures such as precision, recall, F1 score, F2 score, ROC-AUC score and
accuracy. The FA_XGBoost ensemble classification model stands out over all other models, obtaining
an exceptional accuracy of 99.91%, precision of 0.9994, recall of 0.9991, F1 Score of 0.9992, F2
Score 0f 0.9990 and ROC-AUC score of 0.9994. The results indicate that, when evaluating measures
such as precision, recall, F1 score, F2 score, ROC-AUC Score and accuracy, the proposed
methodology shows more effectiveness compared to conventional ML methods and ensemble
approaches. Table 2 presents a comprehensive analysis of the assessment measures used for evaluating
the efficacy of different ML and ensemble methodologies, along with a suggested approach.

Table 2: Performance Comparison of All Classification Model

ROC-

Classification | Accuracy Predisian Recall F1 Score | F2 Score AUC
Model (In %) Score
LR 93.67 0.9570 0.9030 0.9300 0.9140 0.9750
SVM 95.60 0.9770 0.9280 0.9520 0.9380 0.9930
KNN 97.20 0.9870 0.9530 0.9700 0.9600 0.9910
Adaboost 99.40 0.9941 0.9942 0.9941 0.9939 0.9981
XGBoost 99.60 0.9930 0.9970 0.9950 0.9970 0.9960
DT 99.64 0.9965 0.9963 0.9964 0.9960 0.9984
RF 99.70 0.9971 0.9970 0.9970 0.9970 0.9990

Proposed

FA XGBoost 99.91 0.9994 0.9991 0.9992 0.9990 0.9994

Figure 2(a) to (h) displays the confusion matrix of the proposed approach and other methods in
relation to the testing data. Figures 3(a) to 3(h) show the Receiver Operating Characteristic (ROC)
curves and the related Area under the ROC Curve (AUC) values for labels 1 to 6.This result
demonstrates the efficacy of the proposed methodology in figure 2 (h) and 3 (h).
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Figure2: Confusion Matrix Analysis for all Investigated Models
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Figure 3: ROC-AUC Analysis for all Investigated Models

Figure 4 displays the graphical depiction of the accuracy results for all the ML and Ensemble
approaches that were examined in this research. The figure demonstrates that the proposed
FA_XGBoost model has attained a higher level of accuracy in comparison to the accuracy of the
analysedML algorithms and other ensemble techniques. According to the visual observations, the
recommended solution consistently demonstrates superiority in each area of 1loT communication
features. The system’s resilience and effectiveness is addressing cyber-attacks in real-world 10T
environments.
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Figure 4:Accuracy Analysis All Considered Model
6 Conclusion and Future Scope

In recent years, the increasing use of advanced technology and the simultaneous growth of the
worldwide population have led to a continuous rise in expenditures for 1loT and related services.
Furthermore, the rapid progress in 10T technology has greatly contributed to the substantial growth of
the 11oT, with the main aim of improving the overall prosperity of businesses. Hence, it is essential to
include the 10T in the sector to ensure the delivery of cost-efficient services of exceptional calibre. A
major challenge faced while implementing the 10T ecosystem is the increasing vulnerability to cyber-
attacks. To strengthen the security of the 110T ecosystem against cyber-threats, several researchers are
actively involved in developing various techniques to strengthen its defenses against hostile cyber
incursions. This research presents an improved method that utilizes FA_XGBoost ensemble learning
to enhance the accuracy of IDS and protect the security of 10T systems concurrently. Moreover, the
results and assessments continuously indicate that the proposed model has attained a precision rate of
99.91% when compared to other models. The model's potential enhancement may be attained via the
combination of ML techniques, DL methodologies and complex algorithms.
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lighten the workload of human operators performing manual surveillance and facilitate making
proactive decisions which would reduce the impact of incidents and recurring congestion on roadways.
This article presents a novel approach to automatically monitor real time traffic footage using deep
convolutional neural networks and a stand-alone graphical user interface. The authors describe the
results of research received in the process of developing models that serve as an integrated framework
for an artificial intelligence enabled traffic monitoring system. The proposed system deploys several
state-of-the-art deep learning algorithms to automate different traffic monitoring needs. Taking
advantage of a large database of annotated video surveillance data, deep learning-based models are
trained to detect queues, track stationary vehicles, and tabulate vehicle counts. A pixel-level
segmentation approach is applied to detect traffic queues and predict severity. Real-time object
detection algorithms coupled with different tracking systems are deployed to automatically detect
stranded vehicles as well as perform vehicular counts. At each stages of development, interesting
experimental results are presented to demonstrate the effectiveness of the proposed system. Overall,
the results demonstrate that the proposed framework performs satisfactorily under varied conditions
without being immensely impacted byenvironmental hazards such as blurry camera views, low
illumination, rain, or snow.

Background or Context:
Manual traffic surveillance is time-consuming and prone to human error.

Objective or Aim:
To design and implement an Al-powered traffic monitoring system using deep learning for vehicle
detection, counting, congestion monitoring, and stationary vehicle identification.

Methods / Methodology Summary:
This system employs YOLOvV3, Faster R-CNN, Mask R-CNN, and CenterNet, integrated into a GUI,
trained on annotated video data for real-time detection and tracking.

Key Results / Findings:
The system achieved high accuracy in detecting congestion (92.8%) and vehicle types (up to 99%),
demonstrating robustness under varying environmental conditions.

Conclusion or Implications:
The model provides a scalable, cost-effective, and automated solution for intelligent traffic
surveillance and management.
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