
www.ijcrt.org                                                    © 2025 IJCRT | Volume 13, Issue 10 October 2025 | ISSN: 2320-2882 

IJCRT2510454 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org d815 
 

Insurance Fruad Data Feature Selection Using 

Hybrid Random Forest Feature Importance (Rffi) 

With Recursive Feature Elimination (Rfe) Model 

 

R.Nisha  

Research Scholar, 

Department of Computer Science, 

Hindusthan College of Arts and Science,  

Coimbatore, Tamilnadu, India. 

Dr.G.Dalin, 

Associate Professor, 

Department of Computer Science,  

Hindusthan College of Arts And Science, 

Coimbatore, Tamilnadu, India. 

 

Abstract - Quality and relevance of features used in training are key factors in machine learning models' 

efficacy and dependability.  Overfitting, higher computational complexity, and worse predictive performance 

can result from the redundant or unnecessary features that are frequently present in high-dimensional 

datasets.  This work suggests a thorough architecture for feature selection that blends embedding, filtering, 

and wrapping methods to find the most important predictors while reducing noise.  For the best subset 

selection, wrapper-based recursive feature elimination (RFE) is used after filter techniques like correlation 

analysis and chi-square tests are used to eliminate redundant features. To guarantee robust selection during 

model training, embedded strategies are employed, such as Lasso and tree-based feature significance 

algorithms.  The suggested approach increases accuracy across a variety of machine learning techniques, 

decreases training time, and improves model interpretability.  Comparing experimental outcomes to baseline 

models with all characteristics, and the F1-score show notable increases.  This study highlights how crucial 

systematic feature selection is as a first step in creating scalable and effective predictive modelling pipelines. 

Keywords: Feature Selection, Dimensionality Reduction, Machine Learning, Recursive Feature Elimination, 

Lasso Regression, Model Optimization, Predictive Modeling. 
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1.Introduction 

The development of effective machine learning models depends on feature selection.  Many variables or 

features are gathered from real-world datasets, but not all of them are equally pertinent to the prediction task.  

Adding superfluous or unnecessary features frequently results in overfitting, higher computational cost, and 

subpar model generalization.  Consequently, the methodical process of choosing the most informative 

aspects aids in the creation of models that are not only more accurate but also easier to understand and use.  

By ensuring that the model only concentrates on the variables that significantly contribute to the job at hand, 

feature selection acts as a link between the collection of raw data and predictive modeling.  In light of 

contemporary uses like fraud detection, healthcare analytics, and financial forecasting, feature selection has 

emerged as one of the key steps that determine the success of a machine learning pipeline. 

1.2 Role of Dimensionality Reduction in Model Optimization 

The "curse of dimensionality" is another term for high-dimensional information.  presents a significant 

challenge for machine learning.  Most algorithms lose their discriminative power when the number of 

features rises because the data becomes sparser.  This problem is mitigated by dimensionality reduction via 

feature selectionby focusing only on a smaller subset of the most relevant attributes, thereby reducing noise 

and improving the signal-to-noise ratio. This not only accelerates model training and prediction but also 

lowers storage requirements and computational costs. Importantly, models trained on reduced feature sets 

tend to generalize better to unseen data, thereby improving real-world applicability. By eliminating irrelevant 

attributes, the model avoids fitting random fluctuations in the data and instead captures the underlying 

patterns that truly matter. 

1.3 Categories of Feature Selection Methods 

Filter methods, wrapper methods, and embedding methods are the three categories of feature selection 

techniques.   Filter methods are model-independent strategies that use statistical measures like correlation 

coefficients, chi-square tests, or mutual information scores to rank features independently of the learning 

process.  In contrast, wrapper approaches use iterative training and testing of a model to evaluate subsets of 

features, choosing the subset that produces the greatest performance metric.  Despite their higher 

computational cost, wrapper approaches frequently yield feature sets that are ideal for the selected model.  

During model training, embedded approaches perform feature selection using regularization techniques such 

as Lasso (L1) and Ridge (L2), which penalize the presence of irrelevant variables. This integrated approach 

balances computational efficiency with predictive power and is widely used in modern machine learning 

applications. 
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1.4 Feature Selection for Interpretability and Trust 

Contributing to interpretability is another advantage of feature selection that is frequently disregarded.  In 

domains where transparency is crucial—such as healthcare, economics, and legal decision-making—being 

able to explain why a model produces a given forecast is just as important as the prediction itself. Reducing 

the feature set to the most important variables allows data scientists and domain experts to better understand 

the drivers behind model decisions. This improves trust and facilitates regulatory compliance in sensitive 

applications. For example, in medical diagnosis, knowing that a small number of biomarkers are primarily 

responsible for a classification decision provides actionable insights for doctors and patients alike. Thus, 

feature selection is not only a technical step but also a tool for enhancing the human interpretability of 

machine learning models. 

1.5 Challenges and Research Opportunities 

Despite its importance, feature selection remains a challenging problem, particularly in the age of deep 

learning and huge data.  Extensive search for the ideal subset is nearly impossible in high-dimensional 

datasets with millions of attributes, such as those used in text analytics, genomics, and picture processing. 

Additionally, the presence of noisy or irrelevant features, missing values, and multicollinearity complicates 

the selection process. Hybrid strategies that combine filter, wrapper, and embedding techniques to maximize 

their advantages and minimize their disadvantages are the subject of recent research.  Additionally, the 

emergence of explainable artificial intelligence (XAI) has rekindled interest in feature selection strategies 

that enhance model accuracy while offering explanations that are understandable to humans. Future work in 

this area is likely to involve automated machine learning (AutoML) systems that integrate feature selection 

as a built-in, adaptive process, A crucial stage in creating optimal machine learning models is feature 

selection.  It supports interpretability by concentrating on the most significant predictors, increases 

generalization by decreasing overfitting, and boosts performance by eliminating superfluous variables.  The 

need for efficient, effective, and interpretable feature selection techniques will only grow as machine learning 

develops and is used in mission-critical applications.  This research attempts to investigate the theoretical 

underpinnings, practical techniques, and experimental results of feature selection, highlighting its 

significance in building robust, scalable, and trustworthy predictive models. 

In fraud detection systems, feature selection is a crucial stage since irrelevant and duplicated attributes can 

lower prediction accuracy and increase model complexity. This paper proposes a novel hybrid approach, FS-

Hybrid, which combines Random Forest Feature Importance (RFFI) with To find the best representative 

subset of characteristics in insurance claims data, use Recursive Feature Elimination (RFE).  To create an 

initial relevance ranking of all 45 available traits, the suggested framework initially uses RFFI.  The RFE 

procedure is then guided by this ranking, iteratively removing weak features while keeping an eye on 
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performance indicators like accuracy, precision, recall, and F1-score.  Trials carried out on a publicly 

accessible insurance fraud detection dataset demonstrate that FS-Hybrid consistently selects the top 10 most 

influential features, achieving superior classification performance compared to individual feature selection 

methods. The results confirm that the hybrid methodology not only improves accuracy and robustness but 

also reduces overfitting and computational overhead, thereby providing a more efficient foundation for fraud 

prediction models. 

2. Related Work   

Ewen Hokijuliandy, HerlinaNapitupulu (2023) proposed chi-square feature selection.   Feature selection 

improves the model's performance by employing fewer features and more effective calculations.    The Chi-

Square approach is a popular feature selection technique.   Using statistical theory, the Chi-Square feature 

selection approach determines if a term is irrespective of its class.    To choose which phrase or words will 

be utilized as features, the Chi-Square values for each term are arranged in descending order.  

Taha, A, Hadi (2022) proposed algorithm for greedy feature selection (GFSA).  Finding the set of features 

with the least amount of correlation between them is the foundation of the Greedy Feature Selection 

Algorithm (GFSA).  This algorithm looks for a wide range of qualities that are not overly dependent on one 

another.  An optimization problem is used to formulate the feature selection problem.   GFSA handles both 

categorical and numerical features.   By following a methodical approach, the GFSA method determines the 

required dimension that minimizes the numerous relationships among them.   Selecting the least dependent 

pair of features is the first stage.   Until the required number of features is achieved, it then iteratively adds 

one feature to the solution.    The GFSA algorithm assumes that one feature in the solution set has the 

smallest pairwise relationship with the incoming feature.    After that, it calculates each candidate set's 

multiple association and chooses the set with the lowest multiple association. 

He, X., Cai et.al (2005) proposed The Laplacian Score (LS) is used to select features.   One filter-based 

feature selection technique is the Laplacian Score (LS).    The selection of LS features is limited to 

continuous data.    The relevance of each characteristic is quantified using the Eigensystem of the Laplacian 

matrix.   The Laplacian matrix is computed using the elements' similarities.  The characteristics are arranged 

in order of their Laplacian scores, which represent each feature's capacity to preserve locality.  The LS score 

is dependent on an object's geometric structure.  Initially, a closest neighbor graph G is constructed by the LS 

algorithm. A feature is represented by each node.  One node is one of the other node's k nearest neighbors, 

and two nodes are IFF.  Then, using the k nearest neighbor graph as a gauge of its power of locality 

preservation, it calculates a Laplacian score for every feature.  The LS searches for characteristics that adhere 

to this graph topology. 

Zhao, Z.; Liu, H et.al (2007) proposed Spec, the spectral graph theory serves as the foundation for a 

technique for choosing spectral features.   The Spec method creates a similarity graph, G, to represent the 

dataset using the built-in features.   If a feature aligns with the object-to-object similarity graph's structure, it 
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is deemed significant.   Furthermore, a similarity score is computed for every characteristic.   This score 

ought to align with the structure of the graph.    To assess the coherence between a feature and the nontrivial 

eigenvectors of the Laplacian matrix, the Spec method assigns a consistency score to each feature. 

Features for mixed data are selected using the Unsupervised Spectral Feature Selection Method (USFSM) in 

the absence of supervision.    Using a kernel function is its foundationto construct a similarity matrix between 

objects.  Distance functions are used for both nominal and numeric characteristics in the kernel function.  

When the components of the Laplacian matrix are separated, the spectrum of the data contains the data's 

structural information.  This technique calculates the shift in the Normalized Laplacian matrix's spectrum 

distribution after a feature is removed in order to assess the feature's relevance.    The spectral gap score is 

iteratively calculated for each feature using a leave-one-out procedure.   The spectral gap score is then used 

to rank the features. 

3. Proposed Methodology 

High-dimensional datasets, such as insurance claims with 45 enriched attributes, often contain redundant or 

weakly informative variables. Overfitting, noise introduction, and longer training times can all result from 

incorporating all features at once, which can impair model performance.  Feature selection tackles these 

issues by identifying the most important characteristics that support fraud detection. 

In this paper, we focus on systematically narrowing the enriched feature space to retain the most relevant 

variables. Specifically, two complementary approaches are used: 

1. Random Forest Feature Importance (RFFI) – ranks characteristics according to how well 

they reduce classification impurity. 

2. Recursive Feature Elimination (RFE) – eliminates the least significant traits iteratively in 

order to arrive at an ideal subset. 

This hybrid strategy ensures both global importance ranking and fine-grained elimination, resulting in a 

condensed, superior feature collection for the prediction model. 

3.1 Random Forest Feature Importance (RFFI) 

An ensemble learning technique called Random Forest determines the significance of a feature by calculating 

the impurity reduction at each split. The importance score of feature𝑓 is: 

Importance(𝑓) =
1

𝑇
∑ ∑ Δ𝐼(𝑓, 𝑛)

𝑛∈Nodes(𝑡)

𝑇

𝑡=1
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Where: 

 𝑇: total number of trees, 

 Δ𝐼(𝑓, 𝑛): impurity reduction (e.g., Gini decrease) at node 𝑛 using feature 𝑓. 

2. Recursive Feature Elimination (RFE) 

RFE uses a base estimator (e.g., logistic regression or SVM) to recursively prune less important features. 

 

 

Recursive Feature Elimination (RFE) eliminates weak features by building models iteratively.  The model is 

trained using the feature set at iteration 𝑘.𝐹(𝑘). Each feature 𝑓 is assigned a ranking score: 

Rank(𝑓) = arg min
𝑓𝜖𝐹(𝑘)

Score (Model ∖ 𝑓) 

Where 𝑆𝑐𝑜𝑟𝑒(⋅)may represent accuracy, F1-score, or loss function value. The feature with the least impact 

when removed is discarded. By following the RFFI ranking, RFE prioritizes low-ranked features for 

elimination, ensuring a structured reduction. 

3. Hybrid RFFI + RFE Strategy 

The first step appliesRandom Forest Feature Importance (RFFI)to the dataset containing 45 features. 

Random Forest evaluates each attribute based on its contribution to lowering impurity across decision trees 

(e.g., Gini index).  This procedure produces animportance scorefor every feature, allowing them to be sorted 

in descending order of relevance. The result a ranked list that highlights which variables have the strongest 

initial influence in identifying fraudulent claims. Once the features are ranked,is Recursive Feature 

Elimination (RFE)is employed to refine the selection. RFE uses a machine learning estimator to iteratively 

Train model with all features

Rank features by importance

1.Remove least important feature(s)

Refit model with reduced feature set

Repeat until target number of features is 
reached
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train models while removing the least important attributes at each step. Importantly, this elimination isguided 

by the RFFI ranking, ensuring that low-rankedfeatures are prioritized for removal first. This combination 

prevents random elimination and makes the process more systematic and efficient. The elimination process 

continues until the model reaches an ideal collection of characteristics, usually the top ten in this research. 

The stopping criterion is determined by monitoring validation accuracy and F1-score during the iterative 

process. When removing additional features no longer improves or starts reducing these performance 

metrics, the algorithm stops. The final selected subset represents the most informative features that balance 

predictive accuracy, computational efficiency, and reduced overfitting risk. 

 

The process stops when model performance stabilizes. Let Acc(𝐹) be accuracy using feature set 𝐹 , and   

F1(𝐹) the F-measure. The stopping condition is:   

𝐹∗ = arg max
𝐹⊆{1,…,45}

(β ⋅ Acc(𝐹) + (1 − β) ⋅ F1(𝐹)) 

Where β balances accuracy and F1-score (often set to 0.5). The final subset 𝐹∗ (e.g., top 10 features) 

maximizes validation performance while reducing dimensionality. 

Proposed Hybrid Feature Selection using RFFI + RFE Algorithm 

Input: 

 D: Insurance dataset with 45 features (39 original + 6 extracted). 

 K: Target number of final features (e.g., 10). 

 M: Base machine learning model for evaluation (e.g., Logistic Regression, SVM). 

Output: 

 𝐹∗: Optimal reduced feature subset. 

1. Compute feature importance scores using Random Forest on D 

2. Sort all features in descending order of importance to form ranking R 

3. Initialize F ← R (all features). 

4. While |F| > K do 

5. Apply Recursive Feature Elimination (RFE) using model M. 

6. Identify least important feature(s) from F guided by ranking R. 

7. Remove selected feature(s) from F 

8. Compute performance measures (Accuracy, Recall, F1). 

9. Identify 𝐹∗ as the feature subset that achieves best validation results. 
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10. Return 𝐹∗ 

4. Experimental result 

4.1 Accuracy  

Accuracy is the degree to which a measurement closely reflects its true value.  The accuracy formula is: 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
(𝒕𝒓𝒖𝒆𝒗𝒂𝒍𝒖𝒆 − 𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅𝒗𝒂𝒍𝒖𝒆)

𝒕𝒓𝒖𝒆𝒗𝒂𝒍𝒖𝒆
∗ 𝟏𝟎𝟎 

Dataset Chi-square 

Greedy 

Feature 

Selection 

Algorithm 

(GFSA) 

Proposed Hybrid RFFI + 

RFE Algorithm 

100 60 80 90 

200 73 78 96 

300 77 70 87 

400 85 76 98 

500 89 72 99 

Table 1.Comparison Table of Accuracy 

 The comparison Table 1 of accuracy explains the disparities between the Greedy Feature Selection 

Algorithm (GFSA), the proposed hybrid RFFI + RFE algorithm, and the current Chi-square.  It is clear that 

the suggested approach yields superior outcomes when compared to the current approaches and the Proposed 

HYBRID RFFI + RFE ALGORITHM.  The Filter Method (CHI-SQUARE) values range from 60 to 89, the 

Greedy Feature Selection Algorithm (GFSA) values range from 70 to 80, whereas the Proposed HYBRID 

RFFI + RFE ALGORITHM values start from 87 and go up to 99. This clearly demonstrates that the 

suggested hybrid RFFI + RFE algorithm works noticeably better than conventional feature selection 

methods, offering higher accuracy and more reliable results across all dataset sizes. 
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Figure 1.Comparison Chart of Accuracy 

 The Figure 1 displays the accuracy comparison chart, showing how well the Greedy Feature Selection 

Algorithm (GFSA), the proposed hybrid RFFI + RFE algorithm, and the current CHI-SQUARE algorithm 

perform.  The accuracy percentage is displayed on the Y-axis, and the dataset size is displayed on the X-axis.   

RFE displays a range of 70% to 80%, but CHI-SQUARE accuracy values range from 60% to 89%. In 

contrast, the Proposed HYBRID RFFI + RFE ALGORITHM method achieves superior results, with accuracy 

values ranging from 87% to 99% across all dataset sizes. These outcomes make it abundantly evident that the 

suggested hybrid RFFI + RFE algorithm technique consistently outperforms both CHI-SQUARE and RFE 

techniques, offering a substantial improvement in predictive performance and demonstrating its effectiveness 

for feature selection in machine learning.  
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4.2 Precision 

A model's precision indicates how effectively it can forecast a value given an input.  

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝒕𝒓𝒖𝒆𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆

(𝒕𝒓𝒖𝒆𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 +  𝒇𝒂𝒍𝒔𝒆𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆)
 

Dataset Chi-square 

Greedy 

Feature 

Selection 

Algorithm 

(GFSA) 

Proposed Hybrid RFFI + 

RFE Algorithm 

100 87.12 82.37 96.67 

200 80.69 86.82 95.26 

300 77.62 84.54 97.21 

400 73.55 80.63 94.58 

500 75.94 78.72 89.87 

Table 2.Comparison Table of Precision 

 The comparison Table 2 of Precision illustrates the disparities between the Greedy Feature Selection 

Algorithm (GFSA), the existing CHI-SQUARE, and the proposed HYBRID RFFI + RFE ALGORITHM 

approach. When comparing the existing algorithms with the Proposed HYBRID RFFI + RFE ALGORITHM, 

It has been noted that the suggested strategy regularly yields superior outcomes.  RFE values range from 

73.55 to 87.12, whereas CHI-SQUARE values range from 78.72 to 86.82, whereas the Proposed HYBRID 

RFFI + RFE ALGORITHM values range from 89.87 to 97.21. This clearly shows that the proposed method 

achieves superior precision across all dataset sizes, significantly outperforming the traditional Filter and 

Wrapper approaches. 
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Figure 2.Comparison Chart of Precision 

 Figure 2 shows the Greedy Feature Selection Algorithm (GFSA), Chi-square, and the proposed 

comparison chart for the hybrid RFFI + RFE algorithm.   The precision ratio is shown on the Y-axis, and the 

dataset size is shown on the X-axis.    The proposed hybrid RFFI + RFE algorithm consistently outperforms 

the existing feature selection techniques.   The scope of the CHI-SQUARE values is 73.55 to 87.12, while 

the RFE values range from 78.72 to 86.82. In contrast, the Proposed HYBRID RFFI + RFE ALGORITHM 

achieves considerably more precision, with numbers between 89.87 and 97.21. This clearly demonstrates that 

the proposed approach provides superior predictive performance and robust feature selection compared to 

conventional methods.  
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4.3 Recall 

 The capacity of a model to accurately identify good examples from the test set is measured by recall: 

𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝑻𝒓𝒖𝒆𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔

(𝑻𝒓𝒖𝒆𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆𝒔 +  𝑭𝒂𝒍𝒔𝒆𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆𝒔)
 

Dataset Chi-square 

Greedy Feature 

Selection 

Algorithm 

(GFSA) 

Proposed Hybrid RFFI + 

RFE Algorithm 

100 82 62 83 

200 78 72 93 

300 85 66 95 

400 82 76 91 

500 87 72 97 

Table 3.Comparison Table of Recall 

 The analogy that the Greedy Feature Selection Algorithm (GFSA) and the proposed hybrid RFFI + 

RFE algorithm's performance method, and CHI-SQUARE is shown in table 3 of Recall. When comparing the 

existing feature selection techniques (CHI-SQUARE and RFE) with the Proposed HYBRID RFFI + RFE 

ALGORITHM, It is clear that the suggested approach produces better outcomes.  The chi-square values 

range from 0.78 to 0.87, while the RFE values range from 0.62 to 0.76, whereas the Proposed HYBRID 

RFFI + RFE ALGORITHM achieves significantly higher values ranging from 0.83 to 0.97. This clearly 

shows that the proposed method provides more accurate and robust feature selection, resulting in enhanced 

model performance and improved predictive accuracy. 

http://www.ijcrt.org/


www.ijcrt.org                                                    © 2025 IJCRT | Volume 13, Issue 10 October 2025 | ISSN: 2320-2882 

IJCRT2510454 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org d827 
 

 

Figure 3.Comparison Chart of Recall 

 The Figure 3 shows the recall comparison graphic, which shows how well the current (CHI-

SQUARE), Greedy Feature Selection Algorithm (GFSA), and the Proposed HYBRID RFFI + RFE 

ALGORITHM approach. The The dataset size is indicated by The recall ratio is displayed on the X-axis and 

the Y-axis.   The proposed hybrid RFFI + RFE algorithm consistently outperforms the existing methods in 

terms of values. Specifically, CHI-SQUARE values range from 0.78 to 0.87, RFE values range from 0.62 to 

0.76, while the Proposed HYBRID RFFI + RFE ALGORITHM values range from 0.83 to 0.97. This clearly 

the dataset size is indicated by the X-axis, and the Y-axis shows the recall ratio.  The recommended hybrid 

RFFI + RFE algorithm's valuesare continuously greater than those of the current techniquesbaseline feature 

selection methods, achieving superior recall and thereby enhancing the overall predictive performance of the 

model. 
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4.4 F -Measure  

 The F1-measure is a test accuracy metric that integrates recall and precision.The precision and recall 

harmonic means are used in the computation. 

𝑭𝟏 − 𝑴𝒆𝒂𝒔𝒖𝒓𝒆 =
(𝟐 ∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍)

(𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 +  𝑹𝒆𝒄𝒂𝒍𝒍)
 

Dataset Chi-square 

Greedy Feature 

Selection 

Algorithm 

(GFSA) 

Proposed Hybrid RFFI + 

RFE Algorithm 

100 86 75 96 

200 88 76 98 

300 82 68 96 

400 77 66 94 

500 78 67 92 

Table 4.Comparison Table of F -Measure 

 This analogy  F-Measure values in Table 4 demonstrate the effectiveness of the current (CHI-

SQUARE), Greedy Feature Selection Algorithm (GFSA), and the Proposed HYBRID RFFI + RFE 

ALGORITHM approach. When comparing the traditional feature selection techniques (CHI-SQUARE and 

RFE) with the proposed hybrid RFFI + RFE algorithm method, the proposed approach consistently delivers 

superior results. The CHI-SQUARE values range from 0.77 to 0.88, RFE values range from 0.66 to 0.76, 

whereas the Proposed HYBRID RFFI + RFE ALGORITHM values range from 0.92 to 0.98. These results 

show unequivocally that the suggested hybrid RFFI + RFE algorithm performs better than the conventional 

approaches by providing higher F-Measure values across all dataset sizes, thereby enhancing the overall 

predictive performance. 
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Figure 4.Comparison Chart of F -Measure 

 The Figure 4 displays the F-Measure comparison graphic, which illustrates the effectiveness of the 

current (CHI-SQUARE), Greedy Feature Selection Algorithm (GFSA), and the suggested RFFI + RFE 

Algorithm hybrid method.  The dataset's size is displayed on the X-axis, while the F-Measure ratio is 

displayed on the Y-axis.   The proposed hybrid RFFI + RFE algorithm consistently outperforms the existing 

methods in terms of values. Specifically, CHI-SQUARE values range from 0.77 to 0.88, RFE values range 

from 0.66 to 0.76, whereas the Proposed HYBRID RFFI + RFE ALGORITHM values range from 0.92 to 

0.98, clearly indicating superior performance. The proposed feature selection strategy thus provides 

significant improvement in predictive accuracy and delivers more robust and reliable results compared to 

traditional filter and wrapper approaches. 

Conclusion 

The foundation of creating dependable and successful machine learning models is feature selection.  In order 

to increase fraud detection, this phase created FS-Hybrid, a hybrid feature selection technique in insurance 

claims by Combining Recursive Feature Elimination and Random Forest Feature Importance. The integration 

of global feature importance ranking with iterative elimination ensured that only the most relevant and 

discriminative attributes were retained for modeling. Experimental findings revealed that the reduced subset 

of 10 features outperformed the full 45-feature dataset regarding F1-score, recall, accuracy, and precision, 

demonstrating that dimensionality reduction leads to both improved model interpretability and predictive 

efficiency. Furthermore, FS-Hybrid provides a generalizable framework that can be applied to other domains 

where data redundancy and noise are prevalent. Future work will extend this approach by exploring 
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ensemble-based feature selection and adaptive thresholding strategies to further enhance scalability and 

robustness. 
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