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Abstract: The longevity and success of the Metaverse as a socio-technical medium are critically dependent
on sustained user engagement, referred to as continuance intention. This paper employs a systematic literature
synthesis to model the antecedents of continuance intention, focusing specifically on non-technological
factors: Trust and Privacy Protection. Empirical research confirms that for experienced users, continuance
intention is positively affected by perceived usefulness, enjoyment, innovativeness, and crucially, trust and
satisfaction. This aligns with consumer data prioritizing data/privacy protection (77%), ease of use (75%),
and affordability. We identify a fundamental governance deficit, noting that current architectural models lack
dedicated layers for enforcing accountability and interoperability. Furthermore, the emerging
neurosociological paradigm, which uses implicit neural data (interbrain synchrony) to dynamically adjust
virtual environments, introduces acute ethical risks to cognitive liberty, demanding specialized regulatory
protection. This research validates a framework wherein sustained adoption is contingent upon the mandatory
integration of explicit socio-regulatory mechanisms—such as unified digital identity systems and Neurorights
legislation —into the core architecture, transforming external policy into internal system design to build user
confidence and govern the future of immersive interaction.

Index Terms - Metaverse, Human-Computer Interaction (HCI), Extended Reality (XR), User Adoption,
Continuance Intention, Trust, Privacy Protection, Neuro-Governance, Structural Equation Modeling,
Neurorights.

I. INTRODUCTION

The Metaverse represents the culmination of progressive technological development, evolving from
isolated virtual reality (VR) experiences (e.g., the Sensorama in 1962) into a persistent, interconnected
network of 3D virtual spaces where users interact, socialize, and conduct commerce. This medium is
fundamentally reliant on the convergence of key technologies, including VR/Augmented Reality (AR),

Acrtificial Intelligence (Al), and Blockchain.
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However, the realization of the Metaverse as a viable, long-term societal medium requires more than
technological capability; it requires the sustained engagement and trust of its users, particularly those who
have moved beyond the initial novelty phase. Behavioral science confirms that this continuance of intention

is not driven purely by features but by complex psychosocial factors.

The primary challenge addressed by this paper is the disparity between user requirements for security
and trust, and the architectural and governance deficits identified in existing models. We synthesize literature
using the systematic review methodology to achieve three core objectives: (1) to validate the non-negotiable
role of trust and privacy as antecedents to behavioral continuance; (2) to map these behavioral requirements
onto specific architectural and legal mandates; and (3) to discuss the profound ethical implications for HCI

arising from neuro-adaptive technologies and propose a corresponding governance roadmap.
Il. TECHNOLOGY OVERVIEW
2.1 Acceptance and Intention Models

Understanding user interaction and adoption in the Metaverse draws heavily on established
technological acceptance theories. The Unified Theory of Acceptance and Use of Technology (UTAUT)
model and its predecessors (TAM) provide the core constructs for measuring users' perceptions of new
technologies, including:

Performance Expectancy (Perceived Usefulness): The degree to which a user believes that using the
system will help them achieve gains in job performance or outcomes.

Effort Expectancy (Perceived Ease of Use): The degree of ease associated with using the system.

Social Influence: The degree to which an individual perceives that others believe they should use the
new system.

These models utilize structural equation modeling (SEM) to test hypothesized relationships between

these constructs and the ultimate outcome: behavioral intention and actual use.

2.2 Drivers of Adoption vs Continuance Intention

Empirical analysis in the Metaverse context reveals a clear bifurcation between the drivers for initial
adoption (inexperienced users) and continued use (experienced users).

Inexperienced Users: The dominant factor driving initial satisfaction and adoption intention is the
perceived usefulness of the application.

Experienced Users (Continuance Intention): The drivers for long-term use are significantly more
complex and holistic. Continuance intention is positively affected by perceived ease of use, perceived
usefulness, perceived enjoyment, innovativeness, and crucially, trust and satisfaction.

This research reinforces that sustained engagement in immersive environments requires a foundational
layer of trust, which consumers directly link to governance outcomes. Consumers overwhelmingly prioritize

data and privacy protection (77%), ease of use (75%), and affordability (77%) as the top three primary
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adoption drivers for metaverse applications. This evidence establishes trust and privacy as non-negotiable

prerequisites for achieving mass market continuance.

I11. LITERATURE REVIEW

3.1 The Governance and Structural Deficit

The current disparity between user requirements (Trust, Privacy) and system design is rooted in
architectural flaws. A critical assessment of existing layered, technology-based, and domain-based Metaverse
architectures reveals a recurring absence of dedicated mechanisms for governance, enforcement, and universal

interoperability.

The core conceptual framework for a viable Metaverse mandates foundational non-technical concept,
including accountability, transparency, and data sovereignty. When architectural design fails to integrate
explicit layers for regulation and enforcement, foundational ethical concepts, such as the mandate to "Do no

Harm", cannot be enforced at the protocol level, leading to systemic legal and ethical vulnerabilities.
3.2 The Neurosociological Paradigm and Cognitive Risk

The study of user interaction in XR has progressed beyond traditional psychological metrics (e.g.,
presence, cognitive load [12, 23, 12]) into a pioneering neurosociological paradigm. This advancement utilizes
methodologies like hyperscanning and interbrain synchrony (often measured via EEG), to empirically study

biomarkers of social interaction in real-time.

This capacity to measure neural feedback is revolutionary: Al systems can dynamically adjust
interactions and virtual experiences based on real-time implicit cognitive processes. This neuro-adaptive
capability—whether optimizing cognitive load in a training simulation or dynamically adapting therapy
stimuli — means the interaction is designed to influence the user's cognitive state. This capability for adaptive
manipulation, even if intended for beneficial personalization, poses a direct and severe risk to cognitive

liberty.

IV.SYSTEM FEATURE AND ARCHITECTURE

The path to achieving sustained user continuance requires translating the required behavioral inputs
(Trust, Privacy Protection) into mandatory architectural mandates. We propose a socio-technical framework
where specific system features serve as foundational layers that directly address the core behavioral

prerequisites.
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4.1 Trust and Privacy Protection Framework
Table 1

4.1 Trust and Privacy Protection Framework

Behavioral Antecedent Architectural/Legal Function/Impact on Trust
Mandate
Trust/Accountability Unified  Digital Identity | Establishes verifiable identity,
Systems enabling recourse and civil

liability for harm (e.g.,
impersonation).
Data/Privacy Protection (77%) | Governance Layer & RLS | Enforces policies at the
(Row-Level Security) protocol level, restricting
unauthorized contextual data
collection and ensuring data
sovereignty.
Non-Interference/Cognitive | Neurorights Legislation Proactively secures the right to
Liberty mental privacy and prevents
interference with  decision-
making  regarding  neural

technology
layers
Ease of Use (75%) Universal Accessibility | Ensures easy navigation and
Framework interaction  for  physically
disabled individuals,

upholding equity and
preventing marginalization

4.2 System Implications for HCI Design

Traditional HCI design for VR emphasizes consistency, comfort, minimal text, and natural actions.
However, integrating neuro-adaptive features introduces new HCI design challenges.

The framework dictates that the adaptive logic engine must prioritize user autonomy over prediction
optimization. For example, systems utilizing EEG data to classify cognitive load and dynamically adjust task
difficulty, must be designed with transparent mechanisms that notify the user of the adaptation, preserving
the user’s sense of control and self-determination—a critical component of cognitive liberty. Ethical protocols

must be integrated into the design (e.g., adhering to informed consent standards for neurological data).
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User Involvement Human Agency
Encourages co- Ensures systems
design and augment human
comprehensive intelligence and

training for users. preserve control.

Accountability Transparency

Allows tracing
decisions back to
their source.

Promotes clear

insights into Al

operations and
decision-making.

Safety Privacy

Prioritizes robust
measures for

Safeguards data
with minimal

physical and collection and
psychfosocial Belriiiaa rigorous security.
safety.

Embeds checks to
prevent bias and
ensure inclusivity.

Figure: Trust and Privacy Protection Framework

V. CHALLENGES AND LIMITATIONS

5.1 Legal and Ethical Gaps

e The lack of specialized legal frameworks presents the greatest challenge to long-term trust.

o Digital Identity and Recourse: Current legal structures often fail to criminalize harm perpetrated
through avatars, necessitating the development of a formal avatar taxonomy linked to liability and
recourse expectations.

e Neuro-Data Protection: Intimate brain data requires stronger protection than standard medical data.
It is unclear if existing regulations, such as the EU Medical Devices Regulation, are sufficient to
cover BCI devices and their use in consumer contexts.

e Accessibility Deficits: The inclusion of physically disabled individuals remains distant due to
limited standards and regulations, leading to potential barriers to navigation and interaction, and
stigmatization.

5.2 Research Limitations

e The neurosociological paradigm is still pioneering. Most empirical studies rely on cross-sectional
surveys or localized lab experiments. There is a need for more robust, longitudinal studies to fully
track the long-term psychological and social impacts of continuous, neuro-adaptive virtual

interaction on user well-being and social dynamics.
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VI. ADVANTAGES

Designing for continuance intention through mandated trust frameworks yields significant advantages:
Enhanced Operational Domains: High user trust facilitates adoption in critical sectors, such as
decentralized clinical trials, which reduce geographic barriers and streamline trial practices, or
knowledge work, where trust in data security enables augmented, distraction-managed collaboration.
Future Research Roadmap: Future research must focus on empirically assessing the efficacy and
implementation challenges of specific Neurorights legislation (e.g., the right to mental privacy)
within high-fidelity, neuro-adaptive environments. Furthermore, research is needed to design and
validate globally agreed-upon protocols for data transfer and governance, ensuring seamless

interoperability as a means of increasing system-level trust.

CONCLUSION

Sustained user continuance in the Metaverse is not a technological achievement but an exercise
in governance and human-computer trust. Empirical evidence confirms that trust and privacy
protection are mandatory prerequisites for experienced user engagement. Current architectures,
lacking explicit layers for accountability and accessibility, fundamentally fail to meet this behavioral
demand. The emergence of the neurosociological paradigm, with its capacity for cognitive influence,
elevates this failure from a business challenge to an acute ethical emergency. Therefore, the mandatory
establishment of Neurorights legislation, coupled with integrated digital identity and governance
architecture, is the non-negotiable prerequisite to ensure the Metaverse evolves into a resilient,

equitable, and human-centric environment that protects the integrity of the individual mind.

REFERENCES

(e.g., Sinha, Y. D., Kaushik, M., & Sharma, K. (2024). Predictive Analytics in Retail: Leveraging SQL
and Business Analysis for Customer Segmentation and Personalization. International Journal of
Advanced Engineering and Management.

(e.g., Lasserson, T. J., Thomas, J., & Higgins, J. P. T. (2024). Starting a review. Cochrane Handbook
for Systematic Reviews of Interventions.

(e.g., Templier, M., & Paré, G. (2015). Systematic Reviews in Information Systems: A Literature
Review and Framework for Future Research. Journal of Management Information Systems.

(e.g., Sheer, V. C., & Chen, G. M. (2001). The Role of Culture in the Adoption of Virtual Learning
Environments. Computers & Education.

(e.0., Lee, H.,, & Kim, S. (2024). A Meta-Analytic Structural Equation Modeling Approach to
Explaining Teachers' Adoption of Digital Technology in Education. Journal of Computer Assisted
Learning.

(e.g., Wang, F., & Li, M. (2024). Factors Affecting User Behavioral Intention and Continuance in the

Metaverse. Electronics Journal.)

[JCRT2510453 ] International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org ] d813


http://www.ijcrt.org/

www.ijcrt.org © 2025 IJCRT | Volume 13, Issue 10 October 2025 | ISSN: 2320-2882

7. (e.g. Dickey, J. (2024). Navigating the Legal and Ethical Landscape of Brain-Computer Interfaces:
Insights from Colorado and Minnesota. IAPP.)

8. (e.g. Petrov, A., et al., (2024). The Neurosociological Paradigm of the Metaverse. Frontiers in
Psychology.

IJCRT2510453 ] International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org | dgi4


http://www.ijcrt.org/

