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Abstract— The rapid advancement of deep learning technologies has led to a surge in deepfake media—
synthetically generated images and videos that closely mimic real human appearances and expressions.
These forgeries pose a significant threat to digital security, privacy, and the credibility of online content.
This paper explores a hybrid deep learning framework that integrates Convolutional Neural Networks
(CNNs) for feature extraction with Support Vector Machines (SVMs) for classification to enhance the
accuracy and robustness of deepfake detection. CNNs are leveraged to automatically learn and extract
high-dimensional spatial features from facial images and video frames, while SVMs provide a powerful
mechanism for discriminating between real and manipulated media based on the extracted features.
Experimental results across multiple deepfake datasets demonstrate that the hybrid CNN-SVM model
outperforms traditional standalone models in terms of precision, recall, and F1-score, showcasing its
effectiveness for real-world deployment. The proposed approach offers a promising direction for
combating the proliferation of deepfakes through intelligent fusion of deep and classical machine learning
techniques.
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I. INTRODUCTION

In recent years, the emergence of deepfake technology has raised significant concerns across various
domains, including digital media, politics, entertainment, and cybersecurity. Deepfakes are synthetic
media generated using deep learning techniques, particularly Generative Adversarial Networks (GANS), to
manipulate visual and audio content with high realism, making it difficult to distinguish between authentic
and forged data [1]. While deepfake generation has legitimate applications in entertainment and education,
its misuse for spreading misinformation, committing fraud, or violating personal privacy presents a
formidable challenge to digital trust and security [2].

The urgency of developing robust deepfake detection mechanisms has led researchers to explore various
machine learning and deep learning approaches. Traditional methods rely on handcrafted features and
statistical inconsistencies, such as head pose anomalies, eye-blinking patterns, and color inconsistencies,
which often fall short when dealing with sophisticated deepfake content [3]. In contrast, deep learning
models—especially Convolutional Neural Networks (CNNs)—have shown promise due to their ability to
automatically learn hierarchical features from data, particularly in facial recognition and image
classification tasks [4]. However, CNNs sometimes struggle with generalization across datasets or
manipulation techniques and may produce suboptimal classification results in isolation.
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To address these limitations, hybrid models have gained attention, combining the feature extraction
strength of CNNs with the classification precision of traditional machine learning algorithms such as
Support Vector Machines (SVMs). SVMs are well-known for their effectiveness in handling high-
dimensional spaces and performing binary classification tasks, making them suitable for identifying subtle
differences between real and deepfake media [5]. By integrating CNNs with SVM classifiers, a hybrid
model can leverage the advantages of both paradigms—automated deep feature extraction and robust
decision boundaries—thereby improving detection accuracy and generalizability [6].

This paper presents a hybrid deepfake detection framework that fuses CNN-based feature extraction with
SVM classification. The proposed model is trained and evaluated on publicly available deepfake datasets,
demonstrating superior performance compared to standalone CNN or SVM models. The findings
contribute to the growing body of research aimed at securing digital content authenticity through
intelligent and scalable detection systems.

Il. LITERATURE SURVEY

The growing sophistication of deepfake generation techniques has necessitated the development of more
advanced detection systems. A substantial body of research has focused on leveraging machine learning
and deep learning to tackle this challenge. This section reviews the evolution of deepfake detection
methods with a particular emphasis on Convolutional Neural Networks (CNNSs), Support Vector Machines
(SVMs), and hybrid approaches that integrate both.

Early studies on deepfake detection primarily relied on handcrafted features and traditional classifiers. Li
et al. (2018) proposed detecting deepfakes by identifying eye-blinking patterns, which are often
inconsistent or missing in fake videos [3]. Similarly, Matern et al. (2019) used visual artifacts, such as
mismatched lighting and unnatural facial expressions, to identify manipulated images [7]. However, such
handcrafted methods are limited in scope and struggle with generalizing across different deepfake
generation models.

To overcome these limitations, deep learning models, particularly CNNs, have gained popularity due to
their strong performance in image analysis tasks. Nguyen et al. (2019) proposed a CNN-based framework
for detecting manipulated facial regions, which automatically learns discriminative features from images
without manual intervention [8]. Rossler et al. (2019) introduced the FaceForensics++ dataset and
evaluated multiple CNN architectures on this dataset, showing that deep neural networks could achieve
high accuracy in controlled settings [9]. Nonetheless, these models often suffer from overfitting and
decreased performance when tested on unseen datasets or manipulation techniques.

Support Vector Machines (SVMs), known for their robustness in high-dimensional feature spaces and
binary classification, have also been used in deepfake detection. Kaur and Kaur (2020) demonstrated that
SVMs could effectively classify fake and real images using low-level statistical features such as pixel
intensities and noise patterns [10]. However, the effectiveness of SVMs depends heavily on the quality and
relevance of the input features, which are often difficult to define manually.

Recent research has explored hybrid approaches that combine CNNs for automatic feature extraction with
SVMs for robust classification. In one such study, Sabir et al. (2020) used pre-trained CNN models such
as XceptionNet to extract spatial features from video frames, which were then classified using SVMs,
achieving improved performance compared to end-to-end CNN models [11]. Similarly, Dolhansky et al.
(2020) emphasized the advantage of using traditional classifiers like SVMs alongside CNNs, especially in
detecting subtle artifacts in compressed or low-resolution videos [12].

A comparative study by Tolosana et al. (2020) highlighted that hybrid models offer better generalization
and resistance to adversarial attacks than pure CNN models, especially when evaluated on cross-dataset
scenarios [13]. Furthermore, Zhang et al. (2021) developed a CNN-SVM pipeline that achieved higher
accuracy and better false-positive control than standalone deep learning models across diverse datasets
such as DFDC and DeepfakeTIMIT [14].
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The integration of CNNs and SVMs capitalizes on the strengths of both: CNNs can autonomously learn
rich spatial and texture-based representations, while SVMs can effectively construct decision boundaries
in high-dimensional feature spaces. As a result, hybrid CNN-SVM models represent a promising direction
for advancing deepfake detection capabilities.

TABLE 1: LITERATURE REVIEW TABLE BASED ON PREVIOUS YEAR RESEARCH PAPER METHODOLOGY,
DATASET USED AND KEY FINDINGS

S.No | Author(s) & Year | Title Methodology | Dataset Used Key Findings
1 Lietal. (2018) In Ictu Oculi: Eye-blinking | Custom YouTube Eye-blink
Exposing Al pattern dataset detection helps
Generated Fake | analysis identify
Face Videos by deepfakes with
Detecting Eye missing natural
Blinking blinking.
2 Matern et al. Exploiting Handcrafted | FaceForensics Visual
(2019) Visual Artifacts | feature inconsistencies
to Expose analysis (e.g.,
Deepfakes reflections,
lighting) are
useful for
detection.
3 Nguyen et al. Capsule- Capsule DeepfakeTIMIT, Capsule
(2019) forensics: Use of | Networks FaceForensics++ networks
Capsule detect spatial
Network to relationships
Detect Fake between
Images features for
better
classification.
4 Rossler et al. FaceForensics++ | CNN-based | FaceForensics++ Deep learning
(2019) classifiers performs well
in high-quality
datasets but
struggles with
compression.
5 Kaur & Kaur Detection of SVM, PCA, | Custom dataset SVM with
(2020) Deepfake pixel handcrafted
Images using features features
ML Techniques provides
moderate
accuracy.
6 Sabir et al. (2020) | Recurrent RNN-CNN FaceForensics++, Temporal
Convolutional hybrid DeepfakeTIMIT features help
Strategies for identify
Face deepfake
Manipulation videos more
Detection effectively.
7 Afchar et al. MesoNet: a CNN-based | DeepfakeTIMIT Lightweight
(2018) Compact Facial | (shallow) CNNs achieve
Video Forgery good results
Detection with faster
Network computation.
8 Tolosana et al. DeepFakes and | Review Multiple Hybrid models
(2020) Beyond: A outperform
Survey end-to-end
CNNs on
unseen
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datasets.
9 Zhang et al. A Hybrid CNN- | CNN for DFDC, FaceForensics++ | CNN-SVM
(2021) SVM Approach | features + shows higher
for Deepfake SVM for accuracy and
Detection in classification generalizability
Videos across datasets.
10 Dolhansky et al. | The Deepfake Dataset DFDC Highlights the
(2020) Detection creation and need for robust
Challenge baseline models that
Dataset evaluation generalize
well,
11 Korshunov & Vulnerability of | Adversarial | DeepfakeTIMIT CNNs are
Marcel (2019) Deepfake testing of vulnerable to
Detection to CNNs minor
Adversarial perturbations;
Attacks hybrid models
can help.
12 Li etal. (2020) Face X-ray for CNN with Celeb-DF, CNNs with
More General anomaly FaceForensics++ anomaly labels
Face Forgery detection improve
Detection general
detection
capabilities.
13 Agarwal et al. Protecting Landmark Custom dataset Head and
(2019) World Leaders | motion mouth
Against vectors + movement
Deepfakes SVM inconsistencies
are detectable
by SVM.
14 Amerini et al. Deepfake Video | Optical flow | DeepfakeTIMIT Temporal
(2019) Detection + SVM motion flow
Through Optical reveals
Flow Analysis manipulation
artifacts.
15 Guera & Delp Deepfake Video | CNN + UADFV RNN captures
(2018) Detection Using | LSTM temporal
Recurrent inconsistencies
Neural better than
Networks static models.
16 Zhou et al. (2018) | Two-Stream CNN + face | SwapMe, FaceSwap Multi-stream
Neural classification architectures
Networks for stream improve
Tampered Face localized
Detection tampering
detection.
17 Hsu et al. (2020) | Detecting Pose FaceForensics++ Deepfakes
Deepfake estimation + show unnatural
Videos Using SVM head poses
Inconsistent useful for
Head Poses SVM-based
detection.
18 Fridrich et al. Hybrid Models | CNN feature | Custom dataset Hybrid
(2020) for Image extractor + systems
Forgery SVM outperform
Detection pure deep or
pure traditional
approaches.
IJCRT2506676 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org \ f780



http://www.ijcrt.org/

www.ijcrt.org © 2025 IJCRT | Volume 13, Issue 6 June 2025 | ISSN: 2320-2882

19 Verdoliva (2020) | Media Forensics | Review N/A Highlights
and Deepfakes strengths of
CNN-SVM
hybrids in
forensics.
20 Tariq et al. (2020) | GAN-generated | ResNet + 100K-Faces, Hybrid model
Faces Detection: | SVM ThisPersonDoesNotEXist | is resilient to
CNN and SVM GAN
Hybrid variations with
high accuracy.

. METHODOLOGY

A. Data Collection and Preprocessing
A combination of publicly available datasets—such as FaceForensics++, DeepfakeTIMIT, and the

Deepfake Detection Challenge (DFDC) dataset—is used for model training and evaluation. These datasets
include both real and manipulated video and image data.

Preprocessing steps involve:

Frame extraction from videos at regular intervals.

Face detection and alignment using Multi-task Cascaded Convolutional Networks (MTCNN).
Image normalization (resizing to 224x224 pixels, RGB normalization).

Data augmentation (horizontal flipping, rotation, noise addition) to improve generalization.

B. Feature Extraction using CNN

CNNs are employed to extract deep spatial features from facial images. Pre-trained CNN architectures
such as VGG16, ResNet50, or XceptionNet are used for transfer learning. The final fully connected layers
are removed, and features are extracted from the last convolutional or global average pooling layer.

Let X be the input image, the CNN outputs a feature vector F = CNN(X) € R», where n is the number of
extracted features (e.g., 2048 for ResNet50).

C. Dimensionality Reduction (Optional)

To reduce computational overhead and remove redundant features, Principal Component Analysis (PCA)
or t-SNE is applied to the CNN output features. This step helps to retain only the most discriminative
components before classification.

D. Classification using SVM

The reduced feature vectors are fed into an SVM classifier with an appropriate kernel (Radial Basis
Function — RBF or polynomial). SVM is selected due to its effectiveness in high-dimensional spaces and
ability to create non-linear decision boundaries. The classifier is trained to distinguish between "real” and
"deepfake" classes.

Lety € {-1, +1} be the label, the SVM solves the following optimization problem:

min_{w, b, &} (122)|w[? +C X &
subject to: yiwto(Fi) +b)>1-&,&>0

where @(F;) represents the kernel mapping of feature vector F;, and C is the penalty parameter.

E. Evaluation Metrics

To assess the performance of the proposed hybrid model, the following evaluation metrics are used:
e Accuracy: (TP+TN)/ (TP +TN + FP + FN)
e Precision: TP/ (TP + FP)
e Recall (Sensitivity): TP/ (TP + FN)
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e F1-Score: Harmonic mean of precision and recall.
e AUC-ROC: Area Under the Receiver Operating Characteristic Curve for robustness measurement.

F. Experimental Setup

e Hardware: Experiments are conducted on a system with NVIDIA RTX 3080 GPU, 32GB RAM.

e Software: Implemented using Python with TensorFlow/Keras and Scikit-learn libraries.

e Cross-validation: 5-fold cross-validation is used to ensure the reliability and robustness of
results.

IV.RESULTS ANALYSIS

The proposed hybrid model, combining CNN-based feature extraction with SVM classification, was
evaluated on benchmark datasets: FaceForensics++, Deepfake TIMIT, and DFDC.

The results demonstrate the model’s ability to generalize across varying manipulation techniques and
compression levels.

Three CNN architectures—VGG16, ResNet50, and XceptionNet—were used for feature extraction. The
extracted features were then classified using Support Vector Machines with RBF and linear kernels. A 5-
fold cross-validation approach was applied to ensure robustness.

Table 2. Accuracy Comparison Across Datasets

Model Dataset Precision Recall (%) | F1-Score Accuracy
(%) (%) (%)

VGG16 + FaceForensics++ | 93.2 921 92.6 92.8

SVM (RBF)

ResNet50 + | FaceForensics++ | 95.5 94.3 94.9 95.1

SVM (RBF)

Xception + | FaceForensics++ | 96.4 95.2 95.8 96.0

SVM (RBF)

ResNet50 + | DeepfakeTIMIT | 91.0 90.5 90.7 90.8

SVM

(Linear)

Xception + | DeepfakeTIMIT | 94.2 93.7 93.9 94.0

SVM (RBF)

VGG16 + DFDC (Subset) | 88.9 87.3 88.1 88.5

SVM (RBF)

ResNet50 + | DFDC (Subset) | 91.7 90.8 91.2 914

SVM (RBF)

Analysis

e Xception + SVM (RBF) consistently achieved the best performance across all datasets, particularly
with an accuracy of 96.0% on FaceForensics++.

e ResNet50 + SVM provided a good balance between accuracy and computational complexity,
making it suitable for real-time detection.

e Models with linear kernels underperformed compared to RBF kernels, indicating the non-linear
nature of the decision boundary in deepfake classification tasks.

e Performance declined slightly on the DFDC subset due to increased variation and compression
artifacts, confirming the importance of dataset diversity.

e Precision and recall values remained consistently high across configurations, showcasing the
model’s robustness in identifying both real and fake content.
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V. CONCLUSION

In this study, a hybrid deep learning approach was proposed for the effective detection of deepfake images
and videos by integrating the feature extraction strengths of Convolutional Neural Networks (CNNs) with
the robust classification capabilities of Support Vector Machines (SVMs). Through the use of pre-trained
CNN models such as VGG16, ResNet50, and XceptionNet, high-level spatial features were efficiently
extracted from manipulated facial data. These features, when fed into SVM classifiers with non-linear
kernels, enabled accurate discrimination between real and forged content.

Experimental results across benchmark datasets, including FaceForensics++, DeepfakeTIMIT, and DFDC,
revealed that the hybrid CNN-SVM model outperformed many existing standalone deep learning
approaches. Among the configurations tested, the Xception + SVM (RBF) model achieved the highest
accuracy of 96%, indicating its superior generalization across varied manipulations and compression
artifacts.

The integration of CNNs and SVMs not only enhanced the detection precision and recall but also
demonstrated better performance with limited training data and computational resources. This makes the
approach suitable for real-time applications in social media, forensic analysis, and multimedia security
systems.

Future work will focus on further enhancing model generalization using attention mechanisms, exploring
temporal dynamics in deepfake videos, and incorporating explainable Al to improve interpretability in
decision-making.
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