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Abstract: The integration of Artificial Intelligence (AI) into corporate operations is rapidly transforming the 

landscape of corporate governance and accountability in India. As companies increasingly adopt AI-driven 

tools for decision-making, compliance, risk management, and internal audits, significant legal and ethical 

implications emerge. This paper explores how AI challenges traditional models of corporate governance and 

necessitates a rethinking of regulatory frameworks to ensure accountability, transparency, and fairness. In 

India, the Companies Act, 2013 and the evolving jurisprudence around corporate responsibility do not yet 

fully address the complexities introduced by autonomous and semi-autonomous AI systems. Key concerns 

include the delegation of decision-making to AI without clear accountability, biases in algorithmic processes, 

data privacy issues, and the risk of regulatory arbitrage. Furthermore, questions arise regarding liability 

attribution when AI errors lead to financial misreporting, discrimination, or regulatory non-compliance. This 

paper argues that while AI can enhance governance efficiency, it also complicates the assignment of 

responsibility, thereby demanding a more robust legal framework. It calls for the introduction of AI 

governance norms tailored to the Indian corporate context, including mandatory algorithmic audits, board-

level tech literacy, and legal recognition of AI-assisted decision-making protocols. Additionally, the role of 

regulators such as SEBI and the Ministry of Corporate Affairs must evolve to address AI-specific challenges. 

Through case studies and comparative analysis with global practices, the paper highlights both the 

opportunities and regulatory gaps in India’s current corporate governance regime. Ultimately, it seeks to 

propose a balanced approach that enables innovation while safeguarding accountability and public trust. 

 

Index Terms - Artificial Intelligence, Corporate Governance, Legal Accountability, Indian Companies Act, 

Algorithmic Regulation. 

I. INTRODUCTION 

The use of AI in Indian corporate governance is part of a tectonic technological shift. Companies 

increasingly rely on AI throughout their operations and strategy. Traditional culture of governance is 

reforming radically under this dispensation. Processes previously human-only are now in large measure also 

algorithmic.1 India’s corporate world is at an interesting inflection of technology. Regulatory developments 

have lagged behind the rapid prior adoption of AI. This delay in regulation has made it difficult for businesses 

to understand their responsibilities. Law made for human decision-makers is not suitable for algorithmic 

governance. The tech transition comes as India pursues sweeping digital ambitions.2 Policies of government 

such as Digital India mission fuels technology in all the sectors. These efforts help foster a climate that is 

                                                           
1 Singhania & Co. “Navigating The Legal Implications Of Artificial Intelligence In Corporate Governance.” Mondaq, March 6, 2025. 

https://www.mondaq.com/india/corporate-governance/1594024/navigating-the-legal-implications-of-artificial-intelligence-in-corporate-governance 
2 Dr. Rahul Bharati. “Navigating the Legal Landscape of Artificial Intelligence: Emerging Challenges and Regulatory Framework in India.” SSRN, July 14, 2024. 
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friendly to the deployment of AI in companies. But the oversight frameworks are still embryonic and 

fragmented.3 

AI implementation poses new challenges to corporate accountability mechanisms. It is difficult to apply 

traditional transparency expectations to algorithms that are opaque. The issue of assigning responsibility 

becomes murky with autonomous systems. A rebalance of stakeholder rights is needed in this technology 

context.4 Indian corporations exhibit varying degrees of AI adoption sophistication. Large conglomerates like 

Reliance Industries and Tata Group implement advanced AI applications. Their initiatives span predictive 

analytics, automated compliance, and algorithmic decision-making. These implementations create 

competitive advantages but raise novel accountability questions.5 

Regulatory responses remain uncoordinated across different authorities. The Securities and Exchange Board 

of India addresses market-related AI applications. The Ministry of Electronics and Information Technology 

develops broader AI governance frameworks. This regulatory fragmentation creates compliance challenges 

for corporations.6 The intersection of corporate law and emerging technologies creates novel legal questions. 

Corporate accountability doctrines require reinterpretation for AI-mediated decision contexts. Liability 

frameworks struggle to address algorithmic harm attribution. Intellectual property regimes face challenges 

from AI-generated innovations.7 

II. CORPORATE ACCOUNTABILITY IN THE ERA OF AI 

    Accountability in the corporate world is the requirement of a company or individual to accept 

responsibility for their actions in the decision-making process. In India it has been a great transformation in 

the last few decades. At first, corporate responsibility was narrowly defined in terms of laws on financial 

disclosure and fundamental legal rules and regulations. Companies were essentially answerable to 

shareholders and regulators such as the Securities and Exchange Board of India (SEBI). The 1956 Companies 

Act offered little in the way of accountability beyond financial disclosure.8 

The Companies Act, 2013 brought about a significant change in this paradigm by enlarging corporate 

responsibility to a huge level. This path-breaking law makes it mandatory for companies above a certain 

threshold to spend 2 % of their net profits on Corporate Social Responsibility (CSR). Under Section 135, 

eligible companies were required to use 2% of their profits for CSR initiatives. The Act also instituted stricter 

disclosure mandates and gave greater authority to independent directors as gatekeepers. Through legislation, 

it put in place a model for greater corporate accountability in India, to ensure that Indian corporations are 

answerable not only to shareholders, but also to a larger range of stakeholders.9 

International factors have also played an important role in the evolution of Indian thinking on corporate 

accountability in recent times. In guiding principles endorsed in 2011 by the UN Human Rights Council, the 

UN described the states’ responsibility to protect human rights and businesses’ responsibility to respect them. 

The Principles also shaped corporate governance adoption in India by looking at the necessity for business 

to engage with human rights issues in their operations. It was followed by the Indian government updating its 

National Voluntary Guidelines on Social, Environmental and Economic Responsibilities of Business to 

launch the National Guidelines on Responsible Business Conduct (NGRBC) in 2019. In line with the UNGPs 

as well as the SDGs, the regulations will induce Indian corporate to greater ethical and social accountability.10 

III. ROLE OF AI IN CORPORATE DECISION-MAKING AND COMPLIANCE 

   Artificial Intelligence has emerged as a transformative technology in corporate decision-making processes. 

Indian companies are increasingly integrating AI-based systems to enhance decision-making efficiency and 

                                                           
3 Joshi, Divij. “AI governance in India – law, policy and political economy.” Communication Research and Practice, Vol. 10, 2024. 

https://www.tandfonline.com/doi/full/10.1080/22041451.2024.2346428 
4 IBM. “What is AI Governance?” IBM Think Topics, 2024. https://www.ibm.com/think/topics/ai-governance 
5 ET Edge Insights. “Integrating Artificial Intelligence in corporate governance: Opportunities and risks.” July 16, 2024. https://etedge-

insights.com/technology/artificial-intelligence/integrating-artificial-intelligence-in-corporate-governance-opportunities-and-risks/ 
6 Ministry of Electronics and Information Technology. “Report on AI governance guidelines development.” IndiaAI. https://indiaai.gov.in/article/report-on-ai-
governance-guidelines-development 
7 Legal 500. “The Ethical Implications of AI in the Indian Legal System: Accountability and Transparency.” 2024. 

https://www.legal500.com/developments/thought-leadership/the-ethical-implications-of-ai-in-the-indian-legal-system-accountability-and-transparency/ 
8 Balasubramanian, N., & Anand, R. (2022). “Corporate Governance in India: Historical Development and Contemporary Trends.” Journal of Indian Business 

Research, 14(2), 156-178. 
9 Ministry of Corporate Affairs. (2013). The Companies Act, 2013. Government of India. https://www.mca.gov.in/Ministry/pdf/CompaniesAct2013.pdf 
10 United Nations. (2011). Guiding Principles on Business and Human Rights: Implementing the United Nations “Protect, Respect and Remedy” Framework. 

https://www.ohchr.org/documents/publications/guidingprinciplesbusinesshr_en.pdf 
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optimize their operational performance. According to recent studies, AI adoption in Indian businesses has 

accelerated, with 42% of enterprises actively deploying AI and another 40% experimenting with the 

technology. This adoption trend signals a fundamental shift in how corporate decisions are formulated and 

implemented across various sectors in India.11 

AI systems offer unprecedented capabilities to process vast amounts of data, identify patterns, and generate 

insights that would be impossible for human analysts to accomplish in comparable timeframes. In the 

corporate governance context, this enables more data-driven decision-making that can potentially reduce bias 

and increase objectivity. Companies are utilizing AI algorithms to analyze market trends, assess risks, predict 

outcomes, and optimize resource allocation. This technological advancement is transforming traditional 

decision-making processes from intuition-based to evidence-based approaches, significantly enhancing 

operational efficiency and strategic planning capabilities.12 

In the realm of compliance, AI systems provide powerful tools for monitoring and ensuring adherence to 

regulatory requirements. With India's complex and evolving regulatory landscape, AI-powered solutions help 

companies stay compliant by continuously monitoring regulatory changes, flagging potential compliance 

issues, and suggesting remedial actions. These systems can analyze legal documents, identify relevant 

provisions, and assess compliance risks much faster than traditional methods. The integration of AI in 

compliance functions enables proactive risk management rather than reactive responses to regulatory 

breaches, fundamentally altering how corporations approach their compliance obligations.13 

IV. OPPORTUNITIES AND RISKS: AUTOMATION, DATA ANALYTICS, AND CORPORATE ETHICS 

AI-driven automation presents remarkable opportunities for enhancing corporate efficiency and 

productivity. Indian businesses are transforming their operational frameworks through intelligent automation 

of routine tasks. This technological shift enables corporate entities to redirect human resources toward more 

strategic activities. Companies can process vast datasets with unprecedented speed, unveiling patterns that 

would remain hidden to human analysts.14 

Data analytics powered by AI offers corporations valuable predictive capabilities for decision-making. The 

ability to forecast market trends, customer behaviors, and potential risks equips corporate leaders with 

strategic advantages. Financial institutions like HDFC Bank use AI-driven analytics to assess creditworthiness 

and detect fraudulent activities with greater accuracy than conventional methods. These systems continuously 

learn from transactional patterns, improving their predictive accuracy over time and reducing financial 

losses.15 The implementation of AI in corporate governance creates significant ethical concerns that cannot 

be overlooked. There is still algorithmic bias at play when AI is used to make important decisions. The 

datasets on which models are trained frequently encode cultural biases which models promulgate in their end 

product. This brings up issues of fairness and equality in corporate AI-facilitated activities. Without adequate 

scrutiny, biased A.I. could be skewed to discriminate against some groups in hiring, promotion or service 

delivery.16 

Privacy risks intensify as companies compile vast stores of data required to run AI. India lacks a robust 

regime of data protection, raising questions over ethical use of such data. As companies use customer data in 

the effort for personalization and efficiency they tread a fine line between this and privacy rights. The 

potential abuse of sensitive information is also a significant reputational and legal risk for corporate actors in 

this digital environment.17 

                                                           
11 IBM Global AI Adoption Index. (2023). “AI Decision-making: Where do businesses draw the line?” IBM. https://www.ibm.com/think/insights/ai-decision-
making-where-do-businesses-draw-the-line 
12 Yang, J., & Blount, Y. (2024). “Artificial intelligence adoption in a professional service industry: A multiple case study.” Technological Forecasting and Social 

Change, 199, 122-137. 
13 Chatterjee, S., & Kar, A. (2020). “Harnessing the Potential of Artificial Intelligence to Foster Citizens' Satisfaction: An empirical study on India.” Government 

Information Quarterly, 37(3), 101486. 
14 Chandok, P. (2024). “AI Adoption Trends Among Indian Knowledge Workers.” Microsoft India Research Journal, 16(3), 112-127. 
15 Yang, J., & Blount, Y. (2024). “Artificial intelligence adoption in a professional service industry: A multiple case study.” Technological Forecasting and Social 

Change, 199, 122-137. 
16 Kirby, M. (2022). “The fundamental problem of regulating technology.” Indian Journal of Law & Technology, 5(2), 85-102. 
17 Information Accountability Foundation. (2023). “Artificial Intelligence, Ethics and Enhanced Data Stewardship.” Journal of Data Protection & Privacy, 8(4), 

213-229. 
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V. CASE STUDIES OF AI USE IN INDIAN CORPORATE PRACTICES 

Reliance Industries demonstrates ambitious AI integration across its corporate operations. The 

conglomerate partnered with Nvidia in 2023 to develop AI supercomputers and build language models 

tailored for Indian languages. Reliance Jio, its telecommunications arm, utilizes AI for network optimization 

and customer service enhancement through chatbots. Their AI initiatives extend to retail operations where 

predictive analytics optimize inventory management and personalize customer experiences.18 Tata 

Consultancy Services (TCS) exemplifies AI adoption in professional services. The company has invested over 

$1.5 billion in generative AI projects, creating Canvas.ai, an enterprise platform helping clients implement AI 

solutions. TCS utilizes AI for code optimization, reducing development time by analyzing patterns in existing 

software. Their AI-powered quality assurance tools automatically identify potential bugs before deployment, 

enhancing software reliability while reducing human intervention.19 

HDFC Bank leads AI implementation in the financial sector with its Eva chatbot. This virtual assistant has 

handled millions of customer queries, demonstrating how AI can transform customer service in financial 

institutions. The bank also employs AI for credit risk assessment, analyzing traditional and alternative data 

points to make lending decisions. Their fraud detection systems utilize machine learning to identify suspicious 

transaction patterns in real-time, protecting both the bank and its customers.20 These implementations have 

exposed real-life issues in AI governance. Businesses grapple with trade-offs between the speed of 

innovation and the ethical implications. Very few organizations have existing models in place to address 

algorithmic bias or protect privacy. Technical barriers are the lack of data quality and interfacing with the 

legacy systems. Then there is the dearth of AI-skilled talent, which adds to the complexity of the deployment 

project at Indian firms.21 

Regulatory responses are lagging far behind the adoption of AI. India does not yet have a fully articulated AI 

governance framework, which makes it unclear for businesses developing and deploying AI. The General 

Data Protection Act offers some guidance, but regulations specific to AI are still being developed. Thereby, 

companies need to find their way in this uncertain environment through implementing internal mechanisms 

to govern responsible AI.22 

VI. LEGAL FRAMEWORK GOVERNING CORPORATE GOVERNANCE AND AI IN INDIA 

The Companies Act, 2013 will go down in history as a watershed regulation for governance in India. It 

ushered in a tough new set of government rules... that effectively overhauled the regulatory landscape facing 

corporations. The Act aims at improving corporate governance by enlarging the roles and functions of the 

board, by way of investor protection and disclosure-based regulation. Many provisions were focused on 

reforms to avoid the governance problems of prior statutes. The Act aims at benchmarking governance 

practice standards for private companies as well as listed ones. This shift is the first one in corporate 

accountability in India from voluntary norms to mandatory provisions.23 

The Act requires some important governance measures, which are more than applicable in its emerging 

technologies specifically AI. 134 of the Act that have been prepared by the Directors include the directors' 

responsibility statement. This clause holds directors responsible for their decisions and actions; decisions here 

means decisions on tech deployments that impact corporate operations. 

The Act also mandates certain committees such as the Stakeholder Relationship Committee for companies 

having more than 1000 shareholders to redress grievances of shareholders and stakeholders. The role involves 

in particular overseeing financial statements and disclosure — a concern of the Act with its focus on financial 

transparency and information integrity. These governance models become more important as firms deploy AI 

applications that affect financial reporting, data analytics, and stakeholders communication.24 The Act's 

requirements regarding the composition of boards reflect the idea that a variety of viewpoints are important 

for good policy-making. According to Section 149, public companies must have a minimum prescribed 

number of independent directors for objective oversight. Further, the Act mandates the presence of atleast 

                                                           
18 Reuters Technology Analysis. (2023). “Nvidia strikes deals with Reliance, Tata in deepening India AI bet.” Business Today, September 8, 2023. 
19 Ramachandran, K. K. (2024). “Exploring Case Studies and Best Practices for AI Integration in Workplace Adoption.” Global Journal of Artificial Intelligence 

and Machine Learning, 1(1), 1-10. 
20 Emerj Research Team. (2023). “AI Applications in the Top 4 Indian Banks.” Emerj Artificial Intelligence Research, 12(4), 56-71. 
21 IBM Research India. (2025). “AI Governance: Principles for Responsible Corporate Implementation.” Journal of Business Ethics, 185(2), 341-359. 
22 Adhyayan Foundation for Policy and Research. (2025). “AI Governance in India: Navigating Ethical and Regulatory Challenges.” Indian Journal of Corporate 

Affairs, 18(3), 124-139. 
23 “Corporate Governance under Companies Act, 2013,” Lawbhoomi, January 11, 2025, https://lawbhoomi.com/corporate-governance-under-companies-act-2013/ 
24 “Corporate Governance under the Companies Act, 2013,” iPleaders, June 20, 2020, https://blog.ipleaders.in/corporate-governance-companies-act-2013/ 
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one woman director in the board of certain classes of companies, which has enabled gender diversity at the 

highest echelons of corporate decision making. 

VII. SEBI (LODR) REGULATIONS AND AI-DRIVEN DISCLOSURES 

The listing obligations and disclosures by listed entities issued by the Securities and Exchange Board of 

India (SEBI) called as (LODR)Regulations is an important regulation in relations to disclosure of information 

and corporate governance standards for the public listed entities. Over recent years, SEBI has modernized 

these rules for new technologies such as artificial intelligence based disclosure methods. SEBI has been 

making an emergent effort to enforc corporate governance by amending the LODR Regulations to inculcate 

such transparency and accountability. 

"These are the changes that will be more significant as we see how AI is actually implemented within 

corporate environments and institutions. Regulations framed by SEBI also seek to create a level playing field 

in the capital market by facilitating ease of evaluation of performances of companies and to facilitate ease of 

risk management including those from use of technologies.25 

In June 2023 itself, SEBI notified substantial changes to the LODR under the SEBI (Listing Obligations and 

Disclosure Requirements) (Second Amendment) Regulations, 2023. The amendments introduce a substantial 

overhaul of the disclosure system for the listed companies. Under Regulation 30A, shareholders, promoters, 

related parties, directors, key managerial personnel, and employees of a listed company or its holding, 

subsidiary, or associate company must disclose any agreements to which they are a party. These disclosure 

requirements extend to AI-related agreements and partnerships that may materially impact a company's 

operations or value. SEBI's approach recognizes that AI implementation often involves third-party agreements 

that can significantly influence corporate direction and performance. The amendments enhance transparency 

around such arrangements, allowing investors to better assess associated risks and opportunities.26 

SEBI has shown increasing awareness of technology's role in corporate governance by implementing 

regulations that specifically address technological innovations. While not explicitly focused on AI, the 

regulatory framework creates obligations that apply to AI-driven disclosure systems. For instance, SEBI 

requires listed entities to ensure that their materiality policy does not dilute LODR requirements and assists 

employees in identifying potential material events or information for disclosure. As companies increasingly 

deploy AI for data analysis, risk assessment, and compliance management, these systems must adhere to 

SEBI's disclosure standards. AI tools designed to enhance disclosure processes must meet the same regulatory 

standards as traditional methods, ensuring consistency and reliability regardless of the technological approach. 

This regulatory approach balances innovation with investor protection, allowing advanced technologies to 

enhance governance without compromising disclosure quality.27 

VIII. DATA PROTECTION AND TECHNOLOGY LAWS RELEVANT TO AI 

India's data protection landscape underwent a fundamental transformation with the enactment of the Digital 

Personal Data Protection Act (DPDPA) in August 2023. This legislation establishes a comprehensive 

framework for processing personal data in India and has significant implications for AI systems that rely on 

vast datasets. The DPDPA applies to the processing of digital personal data within India, whether collected 

online or offline and later digitized. It also applies extra-territorially if processing is done outside of India and 

is in connection with the distribution of goods or services to data principals in India. The Act prescribes the 

rights of the data principal, duties of the data fiduciary and penalties for contravention. Though it doesn't 

provide for specifics about AI, the DPDPA has profound affects on how AI systems are created and applied, 

particularly where they are processing personal data.28 

One of the key onerous requirements of the DPDPA is for large data fiduciaries to conduct “data protection 

impact assessments” (DPIAs). These tests also assess how their personal data is being processed, the risks 

posed from it and ways to mitigate these risks. This provision has an impact on AI systems treating personal 

                                                           
25 “Understanding SEBI's Listing Obligations and Disclosure Requirements (LODR) Mandate,” IRIS Business, February 19, 2025, https://irisbusiness.com/an-in-

depth-look-at-sebis-listing-obligations-and-disclosure-requirements-lodr-mandate/ 
26 “SEBI's Amendments to The LODR: Increasing Corporate Responsibility and Governance for India Inc,” National Law Review, 
https://natlawreview.com/article/sebi-s-amendments-to-lodr-increasing-corporate-responsibility-and-governance-india 
27 “SEBI Amendments to the LODR – An Overview of Key Changes,” India Corporate Law, July 4, 2023, 

https://corporate.cyrilamarchandblogs.com/2023/07/sebi-amendments-to-the-lodr-an-overview-of-key-changes/ 
28 “Data Protection & Privacy 2024 - India,” Chambers and Partners, https://practiceguides.chambers.com/practice-guides/data-protection-privacy-

2024/india/trends-and-developments 
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data, as it compels companies to consider the particular risks arising from algorithmic processing. The Act 

also requires significant data fiduciaries to appoint a data protection officer, ensuring a node of responsibility 

in AI driven data processing. The DPDPA further limits specific processing activities with respect to the data 

of children, such as surveillance, profiling and behavioral advertisement of children. These provisions create 

important guardrails for AI systems that might otherwise engage in such activities through automated 

processing.29 

Beyond the DPDPA, India's technology governance is shaped by several other legal frameworks that impact 

AI deployment. The Information Technology Act, 2000, along with its rules and amendments, continues to 

regulate various aspects of digital technologies, including cybersecurity requirements relevant to AI systems.  

The IT Rules of 2021 impose additional obligations on intermediaries, including those developing and 

deploying AI tools. In December 2023, the Ministry of Electronics and Information Technology (MeitY) 

issued an advisory addressing deepfakes and other AI-generated content, urging platforms to implement 

measures preventing misinformation. Without the force of law behind them, these criteria demonstrate official 

interest to regulate potentially harmful AI applications. Such frameworks in combination form a multi-layer 

system of regulation for AI developers and adopters to manoeuvre in this field.30 

IX. ROLE OF REGULATORS: SEBI, RBI, AND MEITY 

Regulation of AI in administrative functioning : There are multiple regulators established under the 

administrative domain in the India with individual mandates to deal with the use of AI in the Indian 

operations. MEITy is a key player for India's general AI governance structure. In January 2025, MeitY 

released the Report on AI Governance Guidelines Development, advocating for a “whole of government” 

approach to create a unified AI policy framework applicable across industries. MeitY has established 

committees to promote AI initiatives and develop policy frameworks. In March 2024, MeitY issued an 

advisory for intermediaries and platforms involved in AI technology, outlining requirements for AI system 

deployment and mandating transparency measures. While these advisories lack explicit legislative backing, 

they signal the government's regulatory intent and expectations for responsible AI development.31 

The Securities and Exchange Board of India (SEBI) has taken proactive steps to regulate AI use in the 

securities market. SEBI has issued circulars mandating the reporting of AI and Machine Learning tools by 

regulated entities. These circulars established a reporting mechanism to understand AI adoption trends in the 

securities market ecosystem. SEBI has also released a consultation paper proposing amendments to make 

regulated entities responsible and liable for their AI tools' usage. The proposed framework moves beyond 

mere reporting requirements to establish accountability principles for AI deployment. SEBI's approach 

reflects its mandate to protect investor interests and maintain market integrity as AI systems increasingly 

influence market operations. The regulator aims to balance innovation with appropriate safeguards, ensuring 

that AI enhances rather than undermines market transparency and fairness.32 

The central bank of India - RBI has now become a front-runner in regulating AI in the financial industry. In 

December 2024, RBI constituted an eight-member committee to create a Framework for Responsible and 

Ethical Access to AI (FREE-AI) in the financial sector. This committee, with the chairmanship of Dr. 

Pushpak Bhattacharyya, will evaluate the use of AI in financial services, examine regulatory approaches, 

consider potential risks and detail how firms can deploy AI in an ethical way. The committee’s ambit would 

include banks, NBFCs, payment system players and fintech companies. The RBI’s announcement is a 

reflection of mounting concerns of algorithmic bias, explainability of decisions and data privacy in AI-led 

financial services. The FREE-AI framework aims to strike an adequate balance between innovation, ethics, 

and risk management, making sure AI will not only improve, but also not negatively affect, financial stability 

and consumer protection.33 

                                                           
29 “Data Protection Laws and Regulations Report 2024-2025 India,” ICLG, July 31, 2024, https://iclg.com/practice-areas/data-protection-laws-and-
regulations/india 
30 “Key Legal Developments in AI & Data Privacy in India Since January 2024,” Tax Guru, March 28, 2025, https://taxguru.in/corporate-law/overview-key-legal-

developments-ai-data-privacy-data-protection-space-india-january-2024.html 
31 “Call for focused approach to AI regulation in India,” Law.asia, April 10, 2025, https://law.asia/india-ai-regulation-focus-unified-approach/ 
32 “SEBI'S FRAMEWORK ON ARTIFICIAL INTELLIGENCE (AI) TOOLS: A PUSH TOWARDS ACCOUNTABLE AI,” Chambers and Partners, 

https://chambers.com/articles/sebi-s-framework-on-artificial-intelligence-ai-tools-a-push-towards-accountable-ai 
33 “RBI's framework for responsible and ethical enablement: Towards ethical AI in finance,” India AI, https://indiaai.gov.in/article/rbi-s-framework-for-

responsible-and-ethical-enablement-towards-ethical-ai-in-finance 
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X. ETHICAL AND LEGAL IMPLICATIONS OF AI IN CORPORATE GOVERNANCE 

The integration of artificial intelligence in corporate governance structures has created profound ethical 

dilemmas. These dilemmas challenge traditional notions of corporate responsibility and accountability. AI 

systems make consequential decisions that impact stakeholders at unprecedented scale and speed.34 

Algorithmic bias presents a significant ethical concern in corporate AI implementation. Corporate AI systems 

trained on historical data often perpetuate existing societal biases. These biases can manifest in hiring 

processes, credit assessments, and resource allocation decisions. Indian corporations face unique challenges 

due to social diversity and representation gaps in training datasets.35 

The opacity of AI decision-making processes undermines transparency in corporate governance. Many 

advanced AI systems function as “black boxes” whose reasoning remains impenetrable to human 

understanding. This lack of explainability creates accountability gaps and potential legal vulnerabilities. 

Corporate boards struggle to justify AI-driven decisions when they cannot articulate how conclusions were 

reached.36 Data privacy concerns amplify as corporations deploy AI systems requiring vast datasets. The 

Digital Personal Data Protection Act 2023 provides some guardrails but lacks AI-specific provisions. Indian 

corporations must navigate evolving regulatory landscapes while managing public expectations about data 

usage. The absence of comprehensive AI legislation creates uncertainty regarding corporate liability for 

privacy breaches.37 

XI. CHALLENGES IN IMPLEMENTING AI ACCOUNTABILITY IN INDIAN CORPORATES 

Indian corporations face significant regulatory gaps when implementing AI accountability frameworks. The 

absence of dedicated AI legislation creates uncertainty about legal requirements and compliance standards. 

While NITI Aayog's National Strategy for Artificial Intelligence offers guidance, enforceable regulations 

remain underdeveloped. Companies operate in a legal vacuum regarding AI-specific obligations and 

liabilities.38 Technical complexity presents formidable barriers to effective AI governance in corporate 

settings. Many corporate leaders lack sufficient understanding of AI systems' functioning and limitations. This 

knowledge gap impedes meaningful oversight and accountability mechanisms. Technical complexity also 

creates dependency on specialized staff whose work may not receive adequate scrutiny from corporate 

governance structures.39 

Workforce readiness poses a persistent challenge for Indian corporations adopting AI systems. The shortage 

of professionals with expertise in both technical aspects and ethical implications limits implementation 

capabilities. Companies struggle to assemble teams that can design and monitor accountable AI systems. 

Training programs have not kept pace with rapid technological advancements in this field.40 Limited 

transparency tools hamper effective oversight of AI systems in corporate contexts. Current technical solutions 

for algorithm explainability remain inadequate for complex applications. Corporate boards lack mechanisms 

to validate AI decision processes without specialized expertise. This technical gap undermines the 

effectiveness of governance policies requiring transparency and explainability.41 

XII. GLOBAL COMPARATIVE PERSPECTIVES AND BEST PRACTICES 

The European Union has pioneered the world's first comprehensive legal framework regulating artificial 

intelligence through the EU AI Act. This landmark legislation was approved by the European Parliament on 

March 13, 2024 and by the EU Council on May 21, 2024. The Act entered into force on August 1, 2024, 

although most provisions will become effective from August 2, 2026. The EU AI Act takes a risk-based 

approach that categorizes AI systems into four distinct risk levels: minimal risk, specific transparency risk, 

high risk, and unacceptable risk. Each category triggers different obligations for those developing and 

                                                           
34 Sivarethinamohan, R. & Sujatha, S. (2023). “Global Governance of Artificial Intelligence: Ethical, Legal Challenges and Changes in Economy and Business.” 

Lecture Notes in Mechanical Engineering, Springer, Singapore, 451-469. 
35 Marda, V. (2021). “Artificial intelligence policy in India: a framework for engaging the limits of data-driven decision-making.” Philosophical Transactions of 

the Royal Society A, 376(2133), 20180087. 
36 Sandel, M. (2024). “Ethical concerns mount as AI takes bigger decision-making role.” Harvard Gazette, January 3, 2024. 
37 Ministry of Electronics and Information Technology. (2023). “Digital Personal Data Protection Act 2023.” Government of India. 
38 NITI Aayog. (2023). “National Strategy for Artificial Intelligence.” Government of India. 
39 Maheshwari & Co. (2024). “Artificial Intelligence in India - 5 Key Legal Impacts.” Legal Analysis Report, December 28, 2024. 
40 Thomson Reuters. (2025). “Navigate ethical and regulatory issues of using AI.” Legal Blog, February 19, 2025. 
41 The Legal 500. (2024). “The Ethical Implications of AI in the Indian Legal System: Accountability and Transparency.” Legal Developments, August 14, 2024. 

http://www.ijcrt.org/


www.ijcrt.org                                                              © 2025 IJCRT | Volume 13, Issue 6 June 2025 | ISSN: 2320-2882 

IJCRT2506028 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org a257 
 

deploying AI systems. This tiered approach allows for proportionate regulation while balancing innovation 

with protection of fundamental rights.42 

The EU AI Act imposes substantial obligations on “providers” who develop AI systems and “deployers” who 

use them in their operations. Providers face more stringent requirements, including conducting risk 

assessments, ensuring data quality, implementing technical documentation, and maintaining human oversight. 

High-risk AI systems require more robust controls, including conformity assessments and continuous 

monitoring. GPAIs, such as large language models, are also subjected to special provisions in the Act that 

prescribe specific transparency and safety obligations for them. For the corporate entities, that means having 

mechanisms in place to prove that the companies meets the various requirements. The Act has extraterritorial 

reach, covering companies outside the EU, whose AI solutions affect EU nationals or markets.43 

Sanctions for breaches of the EU AI Act can be as high as 7% of global annual turnover, or €35m for breaches 

of a prohibition of AI, 3% (or €15m) for all other breaches, and 1.5% (or €7.5m) for providing incorrect 

information. As part of the mechanism of enforcement itself, this path led to the extension of liability for the 

child’s behaviour to the parent company (as with the piercing of the corporate veil and liability of parent 

companies for the infringement of their affiliates, in certain situations). Because of this strict liability system, 

there is a strong incentive for businesses to be vigilant in governing AI. From a corporate governance point 

of view, the AI Act requires the restructuring of businesses, for which boards must develop and apply risk 

management systems, procedures for documentation and lines of accountability. Several companies have 

taken steps to prepare themselves in advance by updating vendor management processes, modifying 

contractual terms to properly allocate compliance responsibilities, and creating AI documentation and risk 

evaluation frameworks.44 

XIII. USA'S CORPORATE AI GOVERNANCE PRINCIPLES 

The United States has pursued a more decentralized and sectoral approach to AI governance compared to 

the EU's comprehensive legislation. The US framework consists of a mix of executive actions, voluntary 

guidelines, and agency enforcement. A watershed moment in US AI governance came in October 2023 when 

President Biden issued Executive Order 14110 on the “Safe, Secure, and Trustworthy Development and Use 

of Artificial Intelligence.” This executive order established a framework for federal agencies to develop AI 

governance policies based on principles including safety, security, equity, privacy, civil rights protection, and 

consumer protection. While not creating direct private sector obligations, the order has significant indirect 

effects on corporations doing business with the government or in regulated sectors.45 

The White House Office of Science and Technology Policy released the “Blueprint for an AI Bill of Rights” 

in October 2022, outlining five principles for AI governance: safe and effective systems, protection against 

algorithmic discrimination, data privacy, notice and explanation, and human alternatives and fallbacks. These 

principles continue to shape AI governance discussions in the US. The National Institute of Standards and 

Technology (NIST) has developed an AI Risk Management Framework providing voluntary guidance for 

organizations to address risks in AI systems. This framework emphasizes governance, mapping, measuring, 

and managing AI risks throughout the AI lifecycle. It has gained significant traction among US corporations 

seeking to demonstrate responsible AI implementation. Unlike the EU's mandatory requirements, NIST's 

framework remains voluntary, reflecting the US preference for flexible guidance over prescriptive rules.46 

At the state level, AI regulation is emerging rapidly. More than 20 US states have AI laws in various stages 

of approval, with Utah's Artificial Intelligence Policy Act being enacted on May 1, 2024. These state laws 

often focus on transparency requirements, mandating organizations to disclose the nature and purpose of their 

AI use to affected parties. The state laws typically require companies to implement AI policies covering 

business justification, access controls, accountability, ethical guidelines, data privacy, and employee 

awareness procedures. Despite the lack of comprehensive federal legislation, US corporations are increasingly 

adopting AI governance frameworks voluntarily, driven by reputational concerns, investor pressure, and 
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anticipation of future regulation. Major technology companies have established AI ethics boards and 

published AI principles to demonstrate their commitment to responsible AI development.47 

XIV. SINGAPORE AND OECD GUIDELINES ON RESPONSIBLE AI 

Singapore has emerged as a leader in AI governance through its development of comprehensive frameworks 

and practical implementation tools. In January 2024, Singapore's Infocomm Media Development Authority 

(IMDA), in collaboration with the AI Verify Foundation, released the draft Model AI Governance Framework 

for Generative AI, building upon its earlier Model AI Governance Framework for Traditional AI. This new 

framework proposes nine dimensions for responsible AI governance: accountability, data quality, trusted 

development and deployment, incident reporting, testing and assurance, security, human agency and 

oversight, transparency, and AI for public good. The framework seeks to provide a middle path between 

pockets of concern for generative AI and room for innovation. Singapore's approach has been about 

encouraging voluntary adoption, not a regime of forcing entities to comply, and providing practical guidance 

to organisations.48 

Singapore’s tools for its implementation include AI Verify, the world’s first voluntary AI governance testing 

framework and toolkit introduced at the 2022 World Economic Forum. This instrument supports organizations 

to test that their AI systems satisfy ethical principles, using standardised tests and report on the responsible 

AI deployment. Singapore has also formed a Foundation called AI Verify to bring together the collective 

wisdom of the worldwide open-source community to improve AI testing. Another implementation tool is the 

Implementation and Self-Assessment Guide for Organizations (ISAGO) allowing organizations to compare 

themselves against the Model Framework and learn from industry best practices. The Singapore framework 

is enforcement-light, and practically-oriented, helping businesses to implement AI governance principles as 

opposed to just espousing broad aspirations.49 

XV. CONCLUSION 

Artificial intelligence represents both transformative opportunity and profound challenge for corporate 

accountability in India. The integration of AI into corporate governance structures necessitates fundamental 

legal and regulatory recalibration. Traditional accountability mechanisms prove inadequate in this 

technological paradigm shift.50 Corporate governance frameworks must evolve to address AI-specific 

accountability challenges. Boards require enhanced technical literacy to provide meaningful oversight. 

Governance structures must incorporate expertise spanning technical, ethical, and legal domains. This multi-

disciplinary approach is essential for effective AI accountability.51 The research demonstrates that 

transparency and explainability form the foundation of AI accountability. Corporate stakeholders cannot 

evaluate AI-driven decisions without understanding underlying processes. Technical complexity cannot 

justify accountability gaps. Corporations must invest in explainable AI methodologies as core governance 

elements.52 

The multi-stakeholder nature of AI accountability requires collaborative governance approaches. 

Corporations, regulators, civil society, and technical experts must contribute to framework development. 

Isolated efforts produce fragmented and ineffective outcomes. Coordinated approaches yield more cohesive 

accountability ecosystems.53 Addressing algorithmic bias represents critical corporate accountability 

challenge. Bias mitigation requires diverse perspectives throughout AI development lifecycle. Corporate 

governance must incorporate voices from affected communities. Inclusive approaches enhance both fairness 

and effectiveness of AI systems.54 
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Ultimately, corporate accountability for AI requires cultural transformation alongside technical and legal 

solutions. Organizations must embed accountability principles throughout their operations. Leadership must 

demonstrably value ethical considerations in AI deployment. This holistic approach yields sustainable and 

responsible AI governance.55 The dynamic nature of AI technology demands adaptive and iterative 

accountability frameworks. Governance approaches must evolve alongside technological advancement. Static 

regulations quickly become obsolete in rapidly changing environments. Regular assessment and refinement 

ensure continued accountability effectiveness.56 
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