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Abstract:

Autism Spectrum Disorder (ASD) is a
neurodevelopmental ~ condition  characterized by
challenges in communication, behavior, and social
interaction. Early detection of ASD is crucial for effective
intervention, yet access to diagnostic tools remains limited
in many regions. This study explores the application of
machine learning techniques to develop a predictive model
for ASD screening. Using a publicly available dataset, we
preprocess and analyze features such as age, gender, and
behavioral scores to train multiple algorithms, including
Logistic Regression, Decision Tree, Support Vector
Machine (SVM), and Random Forest. The Random Forest
algorithm demonstrated the highest accuracy, precision,
and recall, achieving an Area Under the Curve (AUC) of
approximately 1.0. A user-friendly web interface was
developed using Streamlit to facilitate accessibility. Our
results highlight the potential of machine learning as a
preliminary screening tool for ASD, particularly in

resource-constrained settings.

Keywords: Autism  Spectrum Disorder, Logistic
Regression, Decision Tree, Support Vector Machine (SVM), and
Random Forest.

1. Introduction

Autism Spectrum Disorder (ASD) is a complex
neurodevelopmental condition affecting communication,
behavior, and social interaction. The global prevalence of
ASD has risen significantly, necessitating scalable and
accessible screening methods. Traditional diagnostic
processes often require specialized expertise, which is
unavailable in rural or underserved areas. Machine
learning offers a promising solution by automating the
analysis of screening data to identify at-risk individuals.

Autism Spectrum
Disorder

AAAAAAA

Fig:-1

This study aims to develop a machine learning-based
prediction model for ASD using Python and evaluate its
performance against standard metrics. The model is
designed to assist parents, educators, and healthcare
workers in early detection, bridging gaps in access to
diagnostic resources.

2. Methodology:

The main aim of our project is to create a prediction model
that can help detect the possibility of Autism Spectrum
Disorder (ASD) using basic input data. We followed a
step-by-step process to develop and test our model using
Python programming language and machine learning
techniques.

2.1 Data Collection:

A publicly available ASD screening dataset was utilized,
comprising features such as age, gender, family history,
and behavioral scores. Each entry was labeled as "ASD"
or "No ASD" based on clinical diagnosis.

2.2 Data Preprocessing:

e Before training the model, we cleaned the data.
This step included:

e Removing missing or incorrect values

e Converting text data into numerical form

e Normalizing the data so that all features have
equal importance
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2.3 Feature Selection: We sclected the most
important features that are useful for predicting ASD.
These features included age, gender, social behavior, and
screening scores. Unnecessary data columns were
removed to improve accuracy and reduce processing time.

2.4 Model Development: For model development,
we used Python due to its simplicity, flexibility, and wide
support in the data science community. The data was first
loaded and cleaned using the Pandas library, which helped
us handle missing values, perform data filtering, and
structure the dataset efficiently. NumPy was used for
numerical computations and array-based operations
during the data transformation process. These tools
together allowed us to prepare the dataset effectively for
machine learning model training in the later
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3. Technology Used:

In this project, we used various tools and technologies to
build and test the Autism Spectrum Disorder (ASD)
prediction model. The following technologies were used:

e Python Programming Language: Used as the
core language for data processing, model
training, and testing.

e Pandas: For handling and analyzing structured
data.

e NumPy: For performing numerical operations
and managing arrays.

o Streamlit: Used to develop an interactive and
web-based user interface for the ASD prediction
model. It allows users to input data and view real-
time results in a browser-friendly format

e  Matplotlib and Seaborn: For data visualization,
including charts and graphs.

4. Results:

The developed prediction model was tested using
different machine learning algorithms on the ASD
screening dataset. We evaluated the models using
performance metrics such as accuracy, precision, recall,
and F1-score. The Random Forest algorithm achieved the
best results among all the models tested.

4.1 Confusion Matrix and Visual Results:

The confusion matrix for the Random Forest model
shows high true positive and true negative values,
indicating the model’s strong ability to distinguish
between ASD and non-ASD individuals. The bar chart

clearly highlights the performance of each model, with
Random Forest leading in all metrics.
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We also plotted ROC (Receiver Operating Characteristic)
curves and calculated the AUC (Area Under Curve) to
evaluate the model's capability in classification tasks. The
AUC value for Random Forest was found to be close to
1.0, which indicates excellent prediction power.

4.2 Summary:

The results of our project clearly show that machine
learning models can be effectively used to predict Autism
Spectrum Disorder (ASD) based on simple screening data.
Among all the models tested, the Random Forest algorithm
provided the best accuracy, precision, and recall, proving
to be the most reliable choice for early detection.

By wusing real-world datasets and applying data
preprocessing techniques, we ensured that the model
performed well on unseen data. The use of visual tools like
confusion matrix and ROC curve helped us understand the
strength of the model in classifying ASD and non-ASD
cases.

To improve user experience, we implemented both a
desktop-based GUI using Tkinter and a web-based
application using Streamlit. These interfaces allow users
to enter information and get instant results without needing
technical knowledge. This makes the tool accessible even
in rural or resource-limited areas.

Our work demonstrates how combining technology with
healthcare needs can support early diagnosis and improve
awareness. Although this model is not a replacement for
clinical tests, it can act as a first-level screening tool to
guide further medical consultation.

5. Discussion:

The development of a machine learning-based prediction
model for Autism Spectrum Disorder (ASD) has shown
promising results. By using a well-structured dataset and
applying algorithms like Logistic Regression, Decision
Tree, Support Vector Machine (SVM), and Random
Forest, we were able to achieve high accuracy in
identifying individuals at risk of ASD.
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The Random Forest model outperformed the other
algorithms in terms of accuracy, precision, recall, and F1-
score. Its ensemble nature helps in reducing overfitting and
improves the overall robustness of the predictions. This
shows that machine learning can handle complex patterns
in medical data, even with limited input features.

An important part of our project was the integration of
user-friendly interfaces. The inclusion of a Streamlit-based
web application makes the system accessible to a wide
range of users, including parents, teachers, and healthcare
workers. This helps in bridging the gap between advanced
technology and real-world usability.

However, the study also has some limitations. The dataset
used was relatively small, and the questions were based on
self-assessment. For higher accuracy and real-world
implementation, more diverse and clinically validated data
would be needed. Additionally, while our model works
well for screening, it should not be used as a substitute for
professional diagnosis.

Overall, the discussion highlights the importance of
combining technology and healthcare to create early
screening tools. Such models can be especially useful in
remote or underdeveloped areas where expert help is not
always available.

6. Conclusion:

In this study, we aimed to build an intelligent system that
can predict the likelihood of Autism Spectrum Disorder
(ASD) using machine learning techniques. The results
from our experiments indicate that machine learning,
especially the Random Forest algorithm, can effectively
identify patterns in ASD screening data and provide
accurate predictions.

We used Python programming along with essential
libraries such as Pandas, Scikit-learn, and visualization
tools like Matplotlib and Seaborn. For ease of access, we
developed user interfaces using both Tkinter and
Streamlit, making our system user-friendly for non-
technical individuals as well.

This model can serve as a helpful tool for early-stage ASD
screening, especially in areas where professional medical
facilities are limited. It supports the idea of digital health
solutions that are low-cost, portable, and easy to use.

However, the model's performance is still dependent on
the quality and size of the dataset. A larger and more
diverse dataset will further enhance the model's accuracy
and reliability. Also, this tool should be used as a
supportive method and not as a replacement for clinical
diagnosis.

In conclusion, our project demonstrates that combining
electronics and computer engineering knowledge with
healthcare challenges can create meaningful, real-world
solutions. With further improvements and real-time

implementation, such models have the potential to make a
significant impact in the medical field.
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