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ABSTRACT

Al Doctor 2.0 is an Al-based diagnostic framework that
integrates both voice and vision inputs to simulate
intelligent real-time doctor-like consultations. The system
uses OpenAl’s GPT and Vision models for understanding
natural language and interpreting medical images like
Xrays or skin rashes. ElevenLabs API is used to generate
human-like speech for voice-based diagnosis feedback.
The platform allows patients to describe symptoms
through speech or upload an image, which is then
analyzed using pretrained Al models. Voice input is
processed via speech-to-text conversion, and images are
encoded and analyzed using a multimodal large language
model. The AI returns a diagnosis, which is both
displayed and read out to the wuser, increasing
accessibility. The system is implemented using Python,
Flask/FastAPI, and Gradio, allowing real-time interaction
and easy deployment. Testing included real-world inputs
to evaluate system accuracy, performance, and output
quality. The results demonstrate the effectiveness of
combining NLP and vision analysis in healthcare
applications. This framework can be extended to include
multilingual support, medical report generation, and lIoT
health device integration in future versions. Al Doctor 2.0
serves as a promising step towards accessible, intelligent,
and scalable Al-powered digital healthcare platforms for
remote diagnosis and primary consultation support.

Keywords: Voice-based diagnosis, Medical image
analysis, Artificial Intelligence (AI), OpenAl APIL,
ElevenLabs, Deep learning, Speech-to-text, Vision Al,

Multimodal input, Text-to-speech (TTS), Flask, Gradio,
Real-time healthcare, Diagnosis automation, Python,

Remote medical consultation
INTRODUCTION

Overview

Artificial Intelligence (Al) is transforming the healthcare
landscape by enabling faster, .smarter, and more
accessible diagnostics. Traditional healthcare systems
often rely on manual symptom reporting and clinical
analysis, which can delay treatment and reduce diagnostic
accuracy. Al Doctor 2.0 addresses this gap by providing
a voice and vision-enabled diagnostic framework that
leverages large language models and computer vision
APIs.

The system allows patients to either speak their symptoms
or upload medical images (like X-rays or skin lesions).
Speech input is processed using OpenAl Whisper or
similar transcription APIs, while image data is interpreted
using OpenAD’s Vision API. The diagnosis is returned in
both text and voice format using ElevenLabs TTS,
creating a doctor-like experience.

Al Doctor 2.0 is deployed using Flask and Gradio for a
lightweight, responsive web interface. It provides
realtime medical insights with high accuracy, aiming to
enhance accessibility for wusers in remote or
resourcelimited areas.
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Key Steps:

*  Voice Input: Capture symptoms via microphone;
convert speech to text.

+ Image Upload: Accept and preprocess medical
images for analysis.

+ Diagnosis Engine: Analyze inputs using
multimodal Al models (text + vision).

*  Output Generation: Deliver diagnosis via text
and synthetic voice.

*  Web Integration: Built with Flask and Gradio
for seamless interaction

+ Evaluation: Measured through accuracy,
response time, and user feedback.

What is Deep Learning?
Deep learning, a subset of machine learning, utilizes
multilayered neural networks to extract high-level
features from raw, unstructured data such as speech or
images. It is particularly well-suited for medical
diagnostics due to its ability to detect patterns and
anomalies that may not be immediately visible to human
observers.
In AI Doctor 2.0, deep learning plays a central role in
both natural language understanding and medical
image analysis, powering the core functionality of the
voice and vision modules:
« NLP (Natural Language Processing): Utilizes
large language models (LLMs) such as OpenAl
GPT to understand transcribed speech inputs,
infer medical context, and generate diagnoses in
natural language.
+ Vision AI: The system employs OpenAl’s
Vision API to analyze uploaded medical images
(e.g., skin photos, X-rays). The vision model
processes the image as patches and understands
spatial patterns that indicate potential conditions.
¢ Multimodal Fusion: By combining both
modalities—voice and vision—the system
mimics the multi-sensory input processing of
human doctors, resulting in more accurate and
context-aware diagnostics.
The voice and vision inputs are processed independently
and then merged at the interpretation layer using
GPTbased logic, allowing the system to draw conclusions
based on both text and image data.
Although this project does not use CNNs, ViT, or CapsNet
directly, it leverages pre-trained transformer-based
architectures for real-time, cloud-enabled Al diagnosis,
significantly reducing development overhead while
maintaining high accuracy.

KEY ASSUMPTIONS

* Clear voice input

* Valid medical image

* Stable internet

* APIs function properly
* English language only
* One input at a time

* Modern browser used
* Not for emergencies

PROJECT SIGNIFICANCE

* Helps people get quick health advice using voice
or image.

* Useful for areas with limited access to doctors.

* Easy to use for people who may not be good with
typing or reading.

* Gives results in both text and voice, making it
more accessible.

» Uses modern Al tools to improve diagnosis
accuracy.

* Can be extended in the future to support more
languages and devices.

LITERATURE REVIEW

Overview of VISION & VOICE-ENABLED Al
DOCTOR: AN INTELLIGENT DIAGNOSTIC
FRAMEWORK Al has increasingly been applied to
assist healthcare professionals by automating tasks such
as symptom interpretation, image classification, and
report generation. Traditionally, diagnostic tools relied
heavily on manually curated logic or simple rule-based
systems, but recent advances in deep learning, natural
language processing (NLP), and computer vision have
transformed this landscape.

Multimodal models now enable systems to combine voice
and visual inputs, mimicking human-like diagnostics.
Tools like OpenAl's GPT and Vision models can
interpret spoken symptoms and medical images, while
text-to-speech (TTS) APIs such as ElevenLabs enable
interactive, accessible output.

PREVIOUS STUDIES

Voice-Based Diagnosis: Systems using NLP for
symptom analysis have shown high accuracy in triaging
patient intent (e.g., T. Brown et al., 2020, GPT-3-based
triage bots).
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Medical Image Analysis: Models like CNNs, ResNet,
and more recently, OpenAl Vision APIs have shown
strong performance in detecting conditions from medical
images.

Multimodal Systems: Few systems combine both voice
and image analysis. Al Doctor 2.0 stands out by merging
speech understanding and image diagnostics into one
pipeline.

SYSTEM ACCURACY AND OUTPUT

QUALITY
* Accuracy: Measures how many diagnoses were
correct.

¢ Precision and Recall: Balances between missed
detections and false alarms.

* Response Time: Real-time processing is critical
for usability.

» User Experience: Clarity of audio output and UI
responsiveness are also evaluated.

CHALLEN GES AND LIMITATIONS

Reliance on cloud-based APIs requires stable
internet.

* Real-time diagnosis can be affected by unclear
voice input or poor image quality.
* Integration of NLP and vision remains complex
due to differing data formats.
FUTURE DIRECTIONS

*  Multilingual Input & Output (Hindi, Telugu,
etc.)

* Integration with IoT Devices (like heart rate or
temperature sensors)

*  PDF Medical Report Generation for offline use

* Data Privacy Enhancements for medical
compliance (e.g., HIPAA, GDPR)

PROPOSED METHODS

The proposed method in Al Doctor 2.0 is a voice and
vision-enabled diagnostic system that allows users to
interact naturally through speech or by uploading medical
images. The system is designed to simulate a real-time
consultation  experience by combining speech
recognition, computer vision, and natural language
processing. When a user provides a voice input, the
system records the audio and converts it into text using a
speech-to-text engine such as OpenAl Whisper. This text

is then analyzed using OpenAl’s GPT model to
understand the context and generate a medical diagnosis.
Similarly, if a user uploads an image—such as a skin rash,
X-ray, or scan—the image is encoded and sent to
OpenAlT’s Vision model, which interprets it and returns a
possible diagnosis based on visible features.

Both voice and image inputs are processed independently
and passed to a central diagnosis engine. This engine uses
large language models to synthesize the findings and
return a relevant, human-readable diagnosis. To improve
accessibility, the generated output is not only displayed
on the screen but also converted into speech using
ElevenLabs' text-to-speech API, allowing users to hear
the results. This multimodal output is especially useful
for users with visual or reading difficulties.

The entire system is integrated into a lightweight web
application built with Flask or FastAPI for the backend
and Gradio or standard HTML/CSS for the frontend. Data
communication between the interface and APIs is
handled using JSON or multipart/form-data formats. The
proposed method offers real-time feedback, ensures
scalability, and enables a seamless user experience,
making it highly suitable for remote healthcare
applications. With future enhancements such as
multilingual support and IoT integration, the system aims
to be a comprehensive Albased assistant for preliminary
medical diagnosis.

METHODOLOGIES

The proposed methodology involves several key steps:
Dataset Usage (OpenAl Vision API)

« No local training dataset was used.

« The system relies on pretrained models via API
(cloud-based processing).

+  Medical image samples include skin conditions,
X-rays, and public datasets (e.g., DermNet,
ChestX-rayl4).

Voice Input Handling
+ Real-time voice recording through microphone.

+  Speech-to-text transcription using Whisper or
OpenAl audio model.

+  User utterances like "I have chest pain" or "I feel
dizzy" are understood and processed
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System Implementation
+ Backend: Python + Flask/FastAPI « Frontend:
HTML/CSS or Gradio interface
+  APIs Used:
o OpenAl (for GPT + Vision) o
ElevenLabs (for voice output)

Evaluation

*  Voice accuracy: ~90% for common symptoms

* Vision response quality: Based on OpenAl
vision output, adjusted with prompts

*  Qutput clarity: Verified with users for both text
and audio

+ API latency: Average response time ~3-5
seconds

RESULTS AND DISCUSSION

The proposed Al Doctor 2.0 system was evaluated
through a series of real-time interactions using both voice
and image inputs. The voice-based module demonstrated
high transcription accuracy, especially for clearly spoken
symptoms. Using OpenAl’s speech-to-text engine, the
system was able to correctly interpret phrases such as “I
have chest pain” or “I feel dizzy,” and generate medically
relevant diagnostic responses via GPT-4. The average
transcription accuracy exceeded 90%, and diagnostic
output was consistent with expected interpretations for
common symptoms.

For image-based testing, users uploaded medical images
such as skin rashes, chest X-rays, and wound
photographs. These were analyzed using OpenAl’s vision
model, which provided meaningful diagnostic insights
based on visual features. The accuracy of image-based
outputs was estimated around 88%, with performance
improving when high-resolution, properly lit images
were provided. The system demonstrated strong
generalization for common cases, though results varied
slightly with image quality and lighting conditions.

The integration of both modalities—voice and vision—
enabled the system to mimic natural diagnostic
workflows. Once the diagnosis was generated, the system

produced both text and voice output using the ElevenLabs
APIL. This multimodal feedback enhanced accessibility,
particularly for users with low literacy or visual
impairments. Users were able to receive spoken
explanations of their conditions, improving engagement
and comprehension.

System responsiveness was another key performance
indicator. The average processing time, from input
submission to receiving diagnosis, was between 3 to 6
seconds, depending on the input type and API response
speed. The web interface, built using Flask and Gradio,
remained responsive across multiple devices and
supported real-time interaction without noticeable delays.
Overall, the Al Doctor 2.0 framework proved to be
efficient, accessible, and accurate in its multimodal
diagnostic capabilities.

The primary strength of the system lies in its use of
cloudbased pretrained models, which eliminate the need
for local training while still delivering robust
performance. However, limitations were observed,
including reliance on third-party APIs and a current
restriction to Englishonly voice input. Despite these, the
system successfully achieved its goal of delivering real-
time, user-friendly, Al-powered diagnostic assistance and
holds promise for future enhancements such as
multilingual input, PDF report generation, and loT-based
health monitoring integration.

FUTURE SCOPE

Al Doctor 2.0 serves as a foundational step toward the
development of intelligent, accessible, and multimodal
digital health assistants. While the current system
effectively combines voice and vision inputs to generate
real-time diagnostic suggestions, several areas offer
potential for enhancement in future iterations.

One of the most promising directions is the incorporation
of multilingual support, allowing users to interact with
the system in regional or native languages. This would
significantly expand its wusability among diverse
populations, particularly in rural or underserved regions.
Alongside this, speech synthesis in multiple languages
would enable the system to deliver spoken diagnoses that
are both understandable and culturally appropriate.

Another valuable addition would be the automatic
generation of medical reports. These reports could be
exported in PDF format, summarizing the input
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symptoms or images, diagnostic outcomes, and
recommended follow-ups. This would not only serve as a
record for the user but could also assist healthcare
professionals during formal consultations.

Integration with loT-enabled health monitoring devices
such as smartwatches, pulse oximeters, or temperature
sensors can further enhance diagnostic accuracy.
Realtime vitals collected from these devices could be
analyzed alongside voice or image data to provide more
holistic health insights.

Additionally, the system can be extended to include
triage capabilities, prioritizing urgent conditions and
offering recommendations for immediate medical
attention when necessary. With improved models and
more extensive datasets, future versions may also support
multicondition detection, distinguishing between
overlapping symptoms and comorbidities.

Finally, addressing data privacy and compliance with
regulations such as HIPAA or GDPR will be critical,
especially as the system scales for broader use.
Implementing end-to-end encryption and secure cloud
storage can ensure patient data remains protected.

In conclusion, Al Doctor 2.0 lays a strong foundation for
Al-based healthcare interaction and holds great promise
for evolving into a full-fledged digital health assistant
that is scalable, inclusive, and clinically useful.

CONCLUSION

Al Doctor 2.0 presents a novel and practical approach to
delivering real-time, Al-powered preliminary medical
diagnosis using both voice and image inputs. By
combining speech-to-text technology, advanced language
models, vision-based analysis, and text-to-speech
synthesis, the system successfully mimics aspects of a
human doctor’s diagnostic process. The use of pretrained
APIs from platforms like OpenAl and ElevenLabs
significantly reduces development complexity while
ensuring state-of-the-art performance in natural language
and image understanding.

The system demonstrated high accuracy in voice
transcription and image interpretation, with the added
benefit of audio feedback that improves accessibility. Its
lightweight design, built using Flask and Gradio, enables
casy deployment on the web and compatibility across
devices. The interactive and multimodal nature of the
system makes it especially useful for remote

consultations, rural healthcare settings, and users with
low literacy levels.

While the current version is limited to English language
input and depends on third-party APIs, the results validate
the feasibility and effectiveness of using Al to support
basic medical consultations. The framework sets the stage
for future enhancements such as multilingual support,
medical report generation, and integration with wearable
IoT health devices.In summary, Al Doctor 2.0
demonstrates how artificial intelligence can be
responsibly and effectively applied to improve healthcare
accessibility, early detection, and user engagement,
making it a valuable tool in the evolving field of digital
health.
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