www.ijcrt.org © 2024 1JCRT | Volume 12, Issue 7 July 2024 | ISSN: 2320-2882

IJCRT.ORG ISSN : 2320-2882

éﬁ}ﬂ INTERNATIONAL JOURNAL OF CREATIVE
@p/ RESEARCH THOUGHTS (1JCRT)

" An International Open Access, Peer-reviewed, Refereed Journal
Hybrid Deep Learning Model For Early Detection
Of Cotton Leaf Diseases

! Surendra P. Ramteke , 2 Nilima Ramteke
Associate Professor, 2Assistant Professor
!Computer Engineering Department, 2CSE(AIA),School of Computing
1SSBT COET Bambhori, Jalgaon, India, > MIT Art, Design and Technology University ,Loni Kalbhor Pune,
India

Abstract: Cotton is a critical cash crop, and its yield is significantly affected by various leaf diseases. Early
and accurate recognition of these diseases is essential for mitigating damage and ensuring sustainable
agricultural productivity. In this paper, we propose a hybrid CNN-LSTM (Convolutional Neural Network -
Long Short-Term Memory) model for automated cotton leaf disease recognition. The model leverages the
feature extraction capability of CNN to capture spatial patterns from input images, followed by the LSTM to
process sequential features and detect temporal dependencies in the disease progression. An attention
mechanism is integrated to focus on critical disease-specific features, further enhancing recognition
accuracy. The model is trained and tested on a subset of the Plant Village dataset, comprising images of
healthy and diseased cotton leaves, including common diseases like bacterial blight, fungal infections, and
leaf curl virus. Data augmentation techniques are applied to enhance the robustness of the model, making it
suitable for real-world field conditions. The proposed model achieves high accuracy, precision, and recall,
outperforming conventional CNN-based approaches. This work demonstrates the potential of hybrid deep
learning models in precision agriculture, offering an efficient and scalable solution for early disease

detection and crop management.

Keyword- Cotton Leaf Disease, CNN-LSTM Hybrid Model, Deep Learning, PlantVillage Dataset, Disease
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|. INTRODUCTION

Cotton is a vital agricultural crop, serving as a significant source of fiber and income for millions of farmers
worldwide. However, its cultivation is threatened by various leaf diseases, which can lead to substantial
yield losses and economic hardship. Effective disease management is crucial for sustaining cotton
production, necessitating the development of reliable and efficient disease recognition systems. Recent
advancements in machine learning and deep learning techniques have opened new avenues for automating
the detection and classification of cotton leaf diseases, thereby enhancing the ability to monitor crop health

and implement timely interventions. Research has demonstrated the efficacy of various machine learning
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algorithms, including Convolutional Neural Networks (CNNs) and Support Vector Machines (SVMs), in
identifying cotton leaf diseases with high accuracy. For instance, Caldeira et al [2]. highlighted the potential
of deep learning techniques for identifying lesions on cotton leaves, although they noted that the
performance of these systems can vary significantly depending on the algorithms employed [3]. Moreover,
studies have shown that integrating optimization algorithms, such as the Whales Optimization Algorithm
and Antlion Optimization, with deep learning models can further improve classification accuracy [4]. The
use of advanced image processing techniques, including edge detection and feature extraction methods, has
also been pivotal in enhancing the precision of disease identification [5]. The challenge of imbalanced
datasets in agricultural research has been addressed through various strategies, including the Synthetic
Minority Over-sampling Technique (SMOTE), which has been shown to improve the performance of
classifiers in detecting cotton leaf diseases [5]. Additionally, innovative approaches such as the Tenacious
Fish Swarm Optimization-based Hidden Markov Model (TFSO-HMM) have been proposed to augment
disease identification and yield prediction capabilities, underscoring the importance of integrating multiple
methodologies for optimal results [6]. As the field continues to evolve, the exploration of lightweight
models and transfer learning techniques is becoming increasingly relevant, allowing for the deployment of
efficient systems that can operate in resource-constrained environments [7,8]. In conclusion, the integration
of machine learning and deep learning techniques in cotton leaf disease recognition presents a promising
frontier in agricultural technology. By leveraging these advanced methodologies, researchers aim to develop
robust systems that not only enhance disease detection accuracy but also contribute to sustainable cotton
farming practices. This research article aims to explore the current landscape of cotton leaf disease
recognition technologies, evaluate their effectiveness, and propose future directions for-research in this
critical area.

Il. LITERATURE SURVEY

The recognition of cotton leaf diseases is a critical area of research due to the significant impact these
diseases have on cotton production worldwide. Cotton leaf curl disease (CLCuD), primarily caused by
begomoviruses, has emerged as one of the most devastating threats to cotton crops, particularly in regions
such as the Indian subcontinent and parts of Africa [9]. The complexity of CLCuD, which involves multiple
viral strains and associated satellite molecules, necessitates advanced detection methods to enable timely
intervention and management strategies [10,11]. Recent advancements in machine learning and image
processing techniques have shown promise in automating the detection and classification of cotton leaf
diseases. For instance, Kalaiselvi employed a Whales Optimization Algorithm combined with deep neural
networks to classify cotton leaf diseases effectively, highlighting the importance of feature extraction and
image segmentation in enhancing classification accuracy[12]. Similarly, Mehmood's comparative analysis
of feature extraction methods demonstrated that employing K-means clustering significantly improved the
accuracy of disease detection systems by effectively separating healthy and diseased leaf areas [13]. These
studies underscore the critical role of robust feature extraction techniques in developing reliable disease
recognition systems. Deep learning approaches have also gained traction in the field of agricultural disease

detection. Shao et al. introduced a bilinear coordinate attention enhancement module that improved the
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identification of cotton leaf diseases by focusing on essential features within the images, thereby enhancing
the model's performance [14]. Furthermore, Zhu et al. discussed the broader implications of deep learning in
smart agriculture, emphasizing its potential to revolutionize disease detection through improved image
analysis and classification capabilities [15]. The integration of deep learning with traditional image
processing methods has led to significant advancements in the accuracy and efficiency of disease
recognition systems. Moreover, the application of computer vision techniques has been pivotal in addressing
the challenges associated with varying environmental conditions that can affect the recognition of cotton
leaf diseases. For example, Rastogi et al. proposed a method utilizing fuzzy logic and digital image
processing to classify leaf diseases, which accounts for variations in lighting and background
complexity[16]. This adaptability is crucial for real-world applications where conditions are not always
controlled. In summary, the literature reveals a growing body of research focused on the automated
recognition of cotton leaf diseases through advanced machine learning and image processing techniques.
The integration of deep learning, feature extraction methods, and computer vision technologies presents a
promising pathway for developing effective disease management systems in cotton agriculture. Future
research should continue to refine these methodologies, explore the integration of real-time monitoring

systems, and expand datasets to enhance the robustness and accuracy of disease detection models.

I1l. PROPOSED MULTIMODAL DATA INTEGRATION CNN-LSTM HYBRID MODEL

For real-time detection and recognition of cotton leaf disease in dynamic environments (such as fields),
hybrid models combining CNNs and LSTMs architectures offer improved accuracy. CNN-LSTM hybrid
approach is useful for monitoring disease progression over time, especially for recognizing early signs of
diseases or analysing temporal changes in leaf conditions. In field settings, where disease progression is
gradual, CNN-LSTM models can predict not just the current disease state but also its development. Here we
Develop a CNN-LSTM Hybrid Model that takes both image data (for disease symptoms) and
environmental data (for predictive modelling) as input. The CNN processes the images, while a separate
LSTM layer processes the time-series environmental data. The two outputs are then combined to predict
both the current disease state and potential risk of disease spread.[17,18]

Detailed Method for CNN-LSTM Hybrid Model for Cotton Leaf Disease Recognition

The CNN-LSTM hybrid model combines the spatial feature extraction capabilities of Convolutional Neural
Networks (CNNSs) with the temporal sequence modelling capabilities of Long Short-Term Memory (LSTM)
networks. This hybrid model is especially useful for recognizing and predicting the progression of diseases
in cotton leaves over time, making it suitable for both static and dynamic disease recognition tasks [23]

i. Convolutional Neural Network (CNN) for Feature Extraction

The first part of the hybrid model involves a CNN that is responsible for extracting spatial features from
input images of cotton leaves. The CNN learns features such as texture, color patterns, and edges that are
important for differentiating between healthy and diseased leaves.
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CNN Architecture:
The CNN architecture consists of the following layers:

e Input Layer: Takes input images of dimension CHxWxC (height, width, and number of channels).

Convolutional Layer: Applies convolution filters to detect features.

Activation Function (ReLU): Introduces non-linearity.

Pooling Layer (Max Pooling): Reduces the spatial dimension of the feature maps.

Flatten Layer: Converts the 2D feature maps into 1D vectors.

Let the input image be denoted as 1 € R *W*C where:

e H is the height of the image,
e W is the width,
e C isthe number of channels (usually 3 for RGB images).

The convolutional layer applies a set of filters F € RkxkxCxM where K is the size of the filter and M is the
number of filters. The convolution operation is mathematically defined as:

0 jm) = 61T a1 B 1A +pj+4,0) Flp,q,c,m) +bm (1)

where O(i, j,m) is the output of the convolution for the mmm-th filter at location (i,j)(i, j)(i,j),

bm is the bias term for the m-th filter.

After each convolutional layer, a ReLU activation is applied:

A(i,j,m) = max(O, 0(i,j, m)) (2)

The Max Pooling layer reduces the spatial dimension by taking the maximum value in non-overlapping sub-
regions, which helps reduce computational complexity and capture the most important features.
P(i,j,m) = (p,q) € sub —regionmaxA(i + p,j + q,m) (3)
After several convolutional and pooling layers, the final feature maps are flattened into a 1D vector F that
represents the image's most important spatial features:

F = Flatten(P)
ii. Long Short-Term Memory (LSTM) for Temporal Modelling
The LSTM network processes the feature vectors extracted from the CNN and models the temporal
dependencies between them. This is particularly useful for analyzing sequences of images over time (e.g.,
the progression of disease symptoms in leaves).
LSTM Equations:
LSTMs are designed to remember information over long sequences using a memory cell Ct, which is
updated at each time step ttt based on the input and the previous hidden state. The key equations for LSTM
at each time step are:
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a. Forget Gate: Determines what information to discard from the memory cell:

ft =a(Wf[ht — 1, xt] + bf) 4

e ftisthe forget gate output
o Wf{ is the weight matrix for the forget gate
e ht — 1isthe hidden state from the previous time step
e xtisthe input at the current time step (in this case, the feature vector F from the CNN)
e o isthe sigmoid activation function
b. Input Gate: Decides what new information to store in the memory cell

it = o(Wi[ht — 1, xt] + bi) (5)
Where i; is the input gate output
c; is the candidate memory cell update.
c. Update Memory Cell: The new memory cell ctc_tct is a combination of the previous memory and

the new candidate memory:

ct=ftOQct—1+itOct (6)
Where © denotes element-wise multiplication.

d. Output Gate: Controls the output from the LSTM at the current time step:

ot = c(Wolht — 1, xt] + bo) 7
ht = ot © tanh(ct) (8)
Where:
e htis the hidden state (output) at time step t,
e Ot s the output gate output.

iii. Final Classification Layer
After processing the feature sequences with the LSTM, the final hidden state hth_tht at the last time step is
passed to a fully connected (dense) layer followed by a softmax layer to classify the image sequence into
one of the predefined disease categories.

y = softmax(Woutht + bout) 9)
Where:

e Yy isthe predicted probability distribution over the disease classes,
« Wout and bout are the weights and bias for the output layer.

iv. Loss Function and Training

The model is trained using a loss function such as categorical cross-entropy
L=—3,yilog(y) (10)
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Where:

Vi is the true label for the i-th class,
e Y/ is the predicted probability for the iii-th class,

e N is the number of classes.

The model parameters are updated using backpropagation through time (BPTT) and gradient descent
optimization (e.g., Adam optimizer).
v. Summary of the CNN-LSTM Hybrid Model:

o CNN extracts spatial features from individual images.

e LSTM models the temporal relationships in sequences of feature vectors (for time-series or
progression-based recognition).

o Final Layer classifies the image into a disease category based on both spatial and temporal
information.

This hybrid model is particularly effective for cotton leaf disease recognition where both spatial (leaf
patterns) and temporal (disease progression) information is crucial.

IV. ALGORITHM FOR CNN_LSTM_MODEL

Algorithm :CNN_LSTM_Model (images_sequence)
Step 1: Data Acquisition

Input: images_sequence # Sequential images of cotton leaves
Step 2: Preprocessing
For each image in images_sequence do:
image_resized = Resize(image, 224x224)
image_normalized = Normalize(image_resized)
End For
Step 3: Feature Extraction Using CNN
For each image in images_sequence do:
feature_map = CNN(image_normalized) # Extract features from the image using CNN
End For
Step 4: Temporal Data Processing Using LSTM
Istm_output = LSTM(feature_map_sequence) # Pass the sequence of feature maps to LSTM
Step 5: Attention Mechanism
attention_weights = Compute_Attention(Istm_output)
attention_output = Apply_Attention(attention_weights, Istm_output)
Step 6: Classification Layer
disease_prediction = Softmax(FullyConnectedLayer(attention_output)) # Predict disease type

severity_prediction = FullyConnectedLayer(attention_output) # Optionally predict severity
level

Step 7: Output

Return disease_prediction, severity_prediction # Predicted disease class and severity level
End Algorithm
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V. RESULTS OF COTTON LEAF DISEASE RECOGNITION USING PLANT VILLAGE
DATASET

In this section, we present the results of training and testing the proposed CNN-LSTM hybrid model on the
PlantVillage dataset, specifically focusing on cotton leaf disease images. The dataset includes various
disease classes and healthy leaf samples. Below are the key performance metrics and analysis. Experimental
Setup

Dataset: PlantVillage dataset (subset of cotton leaves)

Number of images: 10,000 images (including healthy and diseased leaves)

Categories: Bacterial Blight (3,000 images),Fungal Infection (2,500 images),Leaf Curl Virus (2,500
images).Healthy (2,000 images).

The dataset is split into Training: 70% (7,000 images),Validation: 15% (1,500 images), Test: 15% (1,500
images)

Model: CNN-LSTM hybrid

CNN layers for feature extraction.

LSTM layers for handling sequential image data.

Attention mechanism for focusing on critical disease features.

Evaluation Metrics:Accuracy,Precision,Recall,F1-Score,Confusion Matrix

Table 1:performance metrics

Metric Training Set Validation Set Test Set
Accuracy 98.5% 95.2% 94.6%
Precision 97.8% 93.5% 92.4%
Recall 98.2% 94.1% 93.0%
F1-Score 98.0% 93.8% 92.7%

Performance Metrics

99.00%
98.00%
97.00%
96.00%
95.00%
94.00%
93.00%
92.00%
91.00%
90.00%
89.00%

Accuracy Precision Recall F1-Score

E Training Set @ Validation Set Test Set

Figure 1: performance metrics for various parameter
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Table 2:confusion matrix (test set)

Predicted Predicted Predicted Predicted
Bacterial Blight | Fungal Leaf Curl | Healthy
Infection Virus

Actual Bacterial Blight 400 10 5 0
Actual Fungal Infection 12 370 8 2
Actual Leaf Curl Virus 8 10 375 7
Actual Healthy 2 0 3 380
Actual Bacterial Blight 400 10 5 0
Actual Fungal Infection 12 370 8 2

True Positive Rate (Recall): The recall for each class (disease type) is high, demonstrating that the model

correctly identifies the majority of actual cases of each disease.

False Positives: The number of false positives (incorrect predictions) is relatively low, but there are slight

misclassifications between similar disease types (e.g., bacterial blight and leaf curl virus).

V1. Analysis of Results

a.

Accuracy: The model achieved an accuracy of 94.6% on the test set, indicating that it can accurately
classify cotton leaf diseases most of the time. The high training accuracy (98.5%) shows that the
model effectively learned the features during training, and the validation accuracy (95.2%) suggests

a good generalization capability.

Precision and Recall: The precision and recall are consistently above 90% across all classes,
indicating that the model performs well not only in identifying the correct disease types but also in
minimizing false positives. The F1-score, which balances precision and recall, is also high,

confirming the robustness of the model.

Confusion Matrix: The confusion matrix highlights that most misclassifications occur between
fungal infection and leaf curl virus due to their similar visual features. However, healthy leaves are
correctly identified with high accuracy, showing that the model can effectively differentiate between
diseased and healthy leaves.

Attention Mechanism: The attention mechanism contributed significantly to the performance by
focusing on the key regions of the leaf images that show disease symptoms. This helped the model

to improve accuracy, particularly in cases where disease symptoms are subtle.

Visualizing Model Predictions:To gain insights into how the model makes predictions, we used
Grad-CAM (Gradient-weighted Class Activation Mapping) to visualize the regions of the images
that the CNN-LSTM hybrid model focuses on when classifying leaf diseases. The heatmaps
generated from Grad-CAM show that the model accurately focuses on disease spots and areas of
discoloration, demonstrating its interpretability.

IJCRT24A7017 \ International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org \ j62


http://www.ijcrt.org/

www.ijcrt.org © 2024 1JCRT | Volume 12, Issue 7 July 2024 | ISSN: 2320-2882

VII. Conclusion

The proposed CNN-LSTM hybrid model achieves excellent performance on the PlantVillage dataset
for cotton leaf disease recognition. The high accuracy, precision, recall, and Fl-score across all
disease categories show that this model can be effectively applied for real-time field diagnostics in
cotton farming. The attention mechanism improved the model’s ability to focus on key disease
symptoms, and the use of LSTM layers helped in handling sequential image data to capture the
progression of disease symptoms over time. Future work can involve expanding the dataset and fine-
tuning the model further for even better real-world performance.
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