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Abstract: Smartphone charging imposes a big burden to users because they often have to recharge their
smartphones every day or even multiple times per day. In this paper we try to answer the following question:
can smartphones get automatically charged without requiring explicit effort from users? To this end, we
propose a new approach, called AutoCharge, to explore the feasibility of automatic smartphone charging.
The AutoCharge approach automatically locates a smartphone on a desk and charges it in a transparent matter
from the user. This is achieved by two techniques. First, we leverage solar charging technique but use it in
indoor spaces, to remotely charge a smartphone using a light beam without a wire. Second, we employ an
image processing-based technique to detect and track smartphones on a desk for automatic smartphone
charging. As a result, AutoCharge is able to largely reduce users’ efforts in smartphone charging and
significantly improve the user experience. We have designed and implemented a prototype system of the
AutoCharge approach. We report the design details of the light charger and the smartphone detection and
tracking system. Experimental results show that our prototype can detect the presence of a smartphone within
seconds and charge it as fast as existing wired chargers, demonstrating the feasibility of automatic
smartphone charging.

Keywords: Autocharge, Smartphone charging, Light beam, Solar charging, Indoor spaces, Image
processing, Automatic detection, Tracking system, Prototype implementation, Photovoltaic (PV) cell,
Battery, LED blinking, Wireless charging, Light charger, Energy harvesting, Power management, Renewable
energy, Efficiency, Safety, Optimization.

I. INTRODUCTION

Today’s smartphones are very power hungry. They use powerful hardware including multicore CPU,
many GPU cores, large screen and high-speed wireless network interfaces, all with a high-power
consumption. They also run many energy-expensive applications such as high-end games, full HD video
playback, and various continuous sensing tasks for context-awareness. As a result, many users suffer from a
short battery lifetime on their smartphones and thus they often have to recharge their smartphones every day
or even multiple times per day.

The frequent smartphone recharging imposes a big burden to users. As people increasingly depend
on their smartphones for daily work and life, running out of battery becomes a very unacceptable situation
for many users. To avoid such an unpleasant situation, users must keep a careful eye on the battery status of
their smartphones and manually connect a charger to charge their smartphones when the battery is low. Doing
so every day not only consumes a lot of user attentions but also imposes a mental burden to users. Ideally,
smartphones should automatically get recharged so that users do not need to worry about recharging their
smartphones. However, existing solutions cannot achieve this desirable goal. With a wired charger, users
must manually plug the charger into a smartphone, to explicitly express their intention of charging. Even
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with a wireless charging pad, users still need to explicitly put a smartphone onto a small charging pad to
indicate the intention of charging. That is, users still have to manually connect a charger to their smartphones,
resulting in the similar user burden as wired chargers. Therefore, wireless charging pads do not improve the
user experience much. In this paper, we propose a new approach, called AutoCharge, to improve the user
experience in charging smartphones. Instead of forcing a user to explicitly indicate the intention of charging
by plugging in a wired charger or contacting a small wireless charging pad, in our AutoCharge approach, the
charger itself identifies the opportunities of charging a smartphone when a user puts the smartphone onto a
desk. The charger automatically locates the smartphone and starts to charge it if the battery is low, without
requiring any explicit effort from the use. Consequently, the user is able to largely get rid of the burden of
the manual smartphone charging and the user experience is significantly improved.

Our Autocharge approach takes advantage of two kinds of key techniques to enable automatic
smartphone charging.

First, we leverage mature solar charging technique but use it in indoor spaces. Solar charging is able
to remotely charge smartphones without a wire and thus is promising to improve the user experience of
smartphone charging. However, solar charging is not widely used on smartphones because of several
limitations. It works only in outdoor spaces but not indoor spaces. Due to severe scattering, the indoor
surrounding light is usually much weaker (two orders of magnitude weaker or even worse)

Second, we design a system of smartphone detection and tracking for automatic smartphone charging.
The charger uses a camera to keep monitoring a surface such as a desk in office. When a smartphone is put
onto the desk, the charger can quickly detect the presence of the smartphone. If the smartphone is able to be
charged by a light beam and its battery is low, the charger starts to charge the smartphone. The charger uses
a rotating motor to adjust the direction of its light beam so that it is able to accurately project the light beam
on the smartphone. After the battery is full, the charging stops. The whole process is completely automatic
and transparent from the user. In addition, the system is able to support multiple smartphones. If there are
multiple smartphones on the same desk, the charger can charge them one by one. We have developed a
prototype implementation of AutoCharge. Experimental results show that our prototype system is able to
automatically detect a smartphone from a picture in 0.3 seconds and projects its light beam onto the
smartphone within one second to starts charging. The charging speed is comparable with wired smartphone
chargers and may be further improved.

To the best of our knowledge, AutoCharge is the first work for automatic smartphone charging using
a light beam. The main contributions of this paper are as follows:

We propose a new smartphone charging approach called AutoCharge. By using a light beam, the
AutoCharge approach is able to charge smartphones remotely without a wire or contact. We address various
practical issues in using light charging in indoor spaces, paving the way for automatic smartphone charging.

We design a camera-based system for automatic smartphone detection and tracking. We develop an
algorithm for fast smartphone detection from pictures. Combining with light charging, we enable automatic
smartphone charging which significantly reduces user effort in charging smartphones.

Q Controller
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figure 1: illustration of the autocharge approach

SYSTEM OVERVIEW AND USAGE SCENARIOS

System Overview

Figure illustrates how a system of AutoCharge works. The system consists of two parts: a light
charger and a smartphone. The light charger has four components: a light which generates a straight light
beam; a camera which monitors a surface like a table; a programmable rotator which moves the light and the
camera to adjust their direction; and a controller which controls the movement of the rotator and turns on/off
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the light. The controller also runs necessary software to analysis the images captured from the camera to
detect a smartphone. To be charged by the light charger, the smartphone must integrate a solar panel to
harvest energy from the light beam of the light charger.

The light charger works in two modes: a detection mode and a charging mode. In the detection mode,
the light is turned off. The camera is on and continuously takes pictures. The captured pictures are sent to the
controller which analyses the content of the pictures to decide whether there is a smartphone or not. The
rotator periodically moves the direction of the camera to scan a large search area. If a smartphone is detected,
the rotator stops and the light charge goes to the charging mode.

In the charging mode, the light is turned on. The camera continues takes pictures so that the controller
is able to decide whether the light beam is correctly projected on the smartphone by analysing the content of
the pictures. If necessary, the controller controls the rotator to adjust the direction of the light beam to ensure
that it is well received by the smartphone. If the smartphone is able to be charged by the light charger and its
battery is low, then the light charger starts to charge the smartphone. Otherwise, the light charger turns off
the light and goes back to the detection mode. After the smartphone is fully charged, the light charger stops
charging and switches to the detection mode.

Usage Scenarios

With AutoCharge, we can turn an existing table into a charging table. For example, we can install a
light charger of AutoCharge on a desk in office (just like a desk lamp). Then, the desk immediately becomes
a large charging surface. Whenever a smartphone is put on the desk, the light charger can quickly locate the
smartphone and start charging it if needed. Note that the user does not need to put the smartphone on the
desk explicitly for the purpose of charging. Putting a smartphone onto a desk is a natural action for many
other purposes.

For example, after checking an incoming short message or finishing a phone call, it is natural for
users to put a smartphone onto a desk, particularly in office environment. Furthermore, even without using a
smartphone, many users are used to put their smartphones on a desk after they come to office or go home.
By automatically identify the opportunities of charging smartphones from existing user actions, AutoCharge
does not need any effort from users to express their intentions of charging a smartphone and to connect it to
a charger.

Consequently, AutoCharge is able to achieve effortless smartphone charging and thus can
significantly improve the user experience in charging smartphones. AutoCharge can be used in home
environments, but safety and nighttime nuisance must be considered. Mounting a light charger on the ceiling
can transform a room into a large charging space, allowing users to locate and charge smartphones on
multiple surfaces, making it more convenient and safer for users.

However, in this usage scenario, it may require a more careful design of the light charger. Due to the
longer distance, between the charger and a smartphone, the light beam needs to be even straighter and may
use a higher power, and the rotator needs to be more accurate, compared to the charging table case. As a mini
version of charging room scenario, we can put a light charger of AutoCharge into a box and turn it into a
small charging cube. A user can easily throw a smartphone into the box to charge it. Due to the small space
of the cube, it may be easier to design the charger and safety is a less critical issue because the light beam is
contained within the box. However, this scenario requires users to explicitly put a smartphone into the box
and thus is less user-friendly than the above two cases.

Photons

N-type semiconductor

P-type semiconductor

figure 2: pv cell generates electricity from light

2.3 The Light Charger Design

In this section we present how to design a light charger of AutoCharge. We first introduce how light
charging works as the background. Then we explain why light charging is the right design choice compared
to other alternative charging methods, followed by describing how to address various practical issues of light
charging.
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231 Background: Photovoltaic Charging

The device used to harvest energy from light is known as a solar cell, or more formally, a photovoltaic
(PV) cell, because it converts the energy of light into electric energy by the photovoltaic effect. As illustrated,
a PV cell consists of two types of semiconductor material: the positive type (p-type) semiconductor and the
negative type (n-type) semiconductor. When the two types of material are put together, a p-n junction is
formed at the boundary of the two types of material and it creates an electric field. When the PV cell is
exposed to light, the semiconductors absorb energy of the photons and release free electrons. The free
electrons move according to the electric field and generate electricity. A PV battery or PV panel usually
consists of an array of small PV cells.

2.3.2  Why Use a Light Beam?

Charging smartphones is inconvenient because that a user has to frequently connect a smartphone to a
charger. A natural design choice to improve this is using contactless charging, i.e., using a charger that is
able to charge a smartphone remotely. We have explored two remote charging methods using a light beam
and using wireless power and conclude that using a light beam is a better design choice than wireless power.

Wireless power is the transmission of electrical energy from a power source to a receiver without a
wire conductor. It is usually achieved through magnetic resonant coupling using two coils or through
electromagnetic radiation which transmits energy by radio waves. However, wireless power methods have
several disadvantages, preventing them from being used in our targeted usage scenarios. First, the
electromagnetic radiation of wireless power is much higher than wireless communications. Thus, safety to
human bodies is a big issue in wireless power. As a result, wireless power is usually used only in extreme
scenarios such as in outer space, for military purposes, or in very short ranges. Existing wireless charging
pads for smartphones are actually based on electromagnetic induction which is one of wireless power
methods and only works within several centimetres. Second, as the radio frequencies used in wireless power
are much lower than the frequencies of lights, it is hard to emit the radio waves within a straight beam. This
causes energy waste if the receiver is not large enough and makes it hard to ensure safety. Using high
frequency radio waves like x-rays can solve this problem but x-rays are harmful, leading to more severe
safety issues. In addition, when used in a long distance (e.g., meters or longer), the power transmission
efficiency of wireless power is low. Wireless power is still under active ongoing research in terms of
transmission efficiency, safety and transmission distance. We believe that it takes more time for wireless
power to become mature enough to be used in users’ living spaces for long distance power transmission.

2.3.3  Addressing Practical Issues

While light charging is promising for remote smartphone charging, some practical issues must be
considered to use it in indoor spaces. Below we describe those practical issues and how to address them
efficiency. The first issue is whether the PV panel attached to a PV panel integration. When a user puts a
smartphone on a desk, the screen of the smartphone usually faces up. One may wonder how to integrate a
PV panel into a smartphone so that the PV panel can receive lights even when the screen of the smartphone
faces up. This issue can be solved by using a transparent PV panel. For example, Wysips provides transparent
PV films with pretty good PV efficiency which can fully charge a smartphone battery within several hours.
Such a transparent PV film can be attached to the screen of a smartphone without affecting users in watching
or interacting (e.g., through touch) with the screen, just like a screen protection film. To take advantage of
the AutoCharge approach, we imagine that future smartphones may integrate a PV film/panel on both sides.
Therefore, no matter whether the screen of a smartphone faces up or down, the smartphone can always be
charged by a light beam.

Light beam visibility. A light beam is usually visible. It can be annoying if a visible light beam is
used in a bedroom at night. To solve this issue, we may use invisible lights. For example, we may use an
infrared light beam which is invisible and as safe as normal lights such as ultraviolet lights are not safe).
Many PV materials including crystalline silicon and gallium arsenide are actually able to work with infrared
lights. As a result, the AutoCharge approach can be even more user-transparent and just works silently
without annoying users even at night when users are in sleep.

SMARTPHONE DETECTION AND TRACKING

This section describes how we can automatically charge a smartphone without any explicit effort
from a user, including how to decide when a smartphone should be charged, how to detect the presence of a
smartphone, and how to project a light beam onto the smartphone to start charging it.
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3.1 Deciding When to Charge

A light charger of AutoCharge should charge a smartphone only when the smartphone needs to be
charged (i.e., the battery of the smartphone is low) and stop charging once the battery is fully charged. That
is, the light charger must be able to know whether the battery of a smartphone is low or full. Furthermore,
the light charger should not wrongly charge any objects which look like a smartphone or any other
smartphones which cannot be charged by a light beam. Before a light charger is able to charge a smartphone,
they must know each other. This is not straight forward because there is no longer a user who can help
connect them together. A simple approach is to let a smartphone to send out beacons when its battery is low.
For example, a smartphone may periodically broadcast a message using Bluetooth or blink a LED (light-
emitting diode) light with a pre-set pattern to tell that its battery is low and it can be charged by a light beam.
A light charger may recognize such a beacon through Bluetooth or camera.

However, this approach does not work in practice due to two reasons. First, sending beacons causes
extra energy consumption of a smartphone. It may take a long time (e.g., several hours) before a smartphone
is put on a desk that has a light charger. If the smartphone keeps sending beacons, it may use up all its battery
quickly. Second, this approach does not work when a smartphone is totally out of battery because it cannot
send out any beacons. In fact, any approaches requiring a smartphone to send active information will suffer
from the above two limitations, making it a challenging task for a light charger to find a smartphone and
decide the status of the battery of the smartphone. To address the challenge, we employ the following
approach. When there is not a light beam, the PV panel does not generate any electricity, thus the micro
controller and the LED light are powered off and do not consume any power. When the light charger turns
on the light beam and projects it on the smartphone, the PV panel starts to generate electricity and the
microcontroller and the LED light are powered on. The microcontroller then checks the battery status of the
smartphone. If the battery is low, the microcontroller controls the LED light to blink in a pre-set pattern to
indicate a ready-to-charge message. The light charger recognizes the LED blinking pattern (using its camera),
knows that the smartphone’s battery is low, and thus continues to charge the smartphone. If the light charger
cannot detect the expected ready-to-charge message within a given time period (e.g., 10 seconds), it stops
charging and moves back to the detection mode. Once the smartphone’s battery is fully charged, the
microcontroller controls the LED light to blink in another pre-set pattern to indicate a charge-completed
message. The light charger recognizes the charge-completed message, stops charging, and enters the
detection mode again. Below figure illustrates how this approach works, including the transitions between
the detection mode and the charging mode.

With the above approach, we ensure that the light charger will charge a smartphone only if it is
designed to be charged by AutoCharge and it is in low battery. AutoCharge uses a light charger to
automatically charge smartphones, even if they are not compatible or appear like them. This method works
even when a smartphone is running low on battery, as the microcontroller and LED light generate ready-to-
charge message.

Detecting the Presence of a Smartphone One key design principle of AutoCharge is keeping the
changes of smartphone side as minimal as possible. To this end, we design the charger to implement the
complex and intelligent parts of smartphone detection. Specifically, we design the light charger to use a
camera to detect the presence of a smartphone. By analysing the content of pictures took by the camera, the
charger may decide whether a smartphone is put on a desk. A lightweight method for rectangle detection is
needed due to limited computational resources. One approach is to extract straight lines from a picture and
construct rectangles from them. However, this method is slow and challenging due to the non-ideally straight
edges of real objects. A fast rectangle detection algorithm is proposed, which converts a RGB picture into a
grayscale image and a binary image. Then, we use the Border Following approach to extract the edges of the
objects in the image. Each object’s edges are represented in a set of points. After that, we compute the convex
hull of each object’s edges using the Sklansky algorithm. The convex hull of an object’s edges is the smallest
convex polygon which encloses all the points of the object’s edges. Sklansky’s algorithm can be done in
linear time and is much faster than Hugh Transformation. Once we get a convex polygon, we further compute
the rectangle of the minimum area enclosing the convex polygon. We call such a rectangle as a min-rectangle
of the corresponding convex polygon. If the area difference between the convex polygon and its min-
rectangle is small (e.g., less than 20%), we conclude that the corresponding object of the convex polygon is
a rectangle object and thus is probably a smartphone.
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figure 3: workflow of a Iivght charger of autocharge.

By tolerating certain area differences, our algorithm is able to detect smartphones what are not in a
strict rectangle. For example, many smartphones have rounded corners rather than straight ones. Our
algorithm is able to easily detect those smartphones, but the method based on Hough Transformation cannot.

1: // Input: a RGB picture and its depth map;

2: // Output: a set of rectangles;

3: RectangleDetection ()

4: {Convert the RGB picture into a grey scale image;
5: Binarize the grayscale image into a binary image;
6: Extract object edges in the binary image;

7: Compute the convex hull of each object’s edges;
8: Find out the min-rectangle of each convex hull;

9: Look up the depth values of each rectangle;

10: Calculate the size of each rectangle;

11: Filter out the rectangles that are too small or too large;

12: Return the remaining rectangles;}

figure 4: the algorithm to detect the rectangles in the picture

The next step is to decide the real size (i.e., the size in the physical world) of the rectangles. To do it,
we need to know the depth of the rectangles. The depth information can be obtained by using dual cameras
with two different viewing angles or by using a depth camera such as the one used in Kinect sensor for Xbox
360. In the algorithm of Figure 4, we assume that we have the depth map of the input picture. With the depth
map, we look up the depth values of each rectangle. Then we can calculate the physical height and width of
the rectangle. Based on the sizes of typical smartphones, we can decide a range of size which covers most
existing smartphones. Using the range of size, we can filter out the rectangles that are too small or too large
to be a smartphone. Finally, we return the remaining rectangles as the candidates which look like a
smartphone. Note that we do not need a very accurate range of smartphone size, because we can tolerate
false-positive in smartphone detection by using the ready-to-charge message.

Figure 5 below shows an example to further illustrate how the rectangle detection algorithm works.
There are four objects in the original RGB picture: a smartphone (bottom- left), a tea cup (bottom-middle),
a PV panel (bottom-right), and a tablet device (top). Except the tea cup, all the other objects are in a rectangle
shape. After converting the picture into a grayscale image and doing binarization, we can clearly see the
shapes of the objects in the binary image. Using the Border Following algorithm, we can extract the edges
of the objects.
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figure 5: example of rectangle detection from a picture. from left to right:
(a) the original picture took by the camera.
(b) the binary image after binarization using grayscale information.
(c) the edges of the objects.
(d) the min-rectangles of the objects.

3.2 Charging a Smartphone

Once we get a rectangle which is supposed to be a smartphone, we turn on the light and try to charge
the smartphone. This includes the following steps:
1) project the light beam onto the smartphone;

2) detect the ready-to-charge message; and
3) detect the charge completed message.

Furthermore, for safety consideration, the charger also detects whether there is an object blocking the
light beam. In addition, we support charging multiple smartphones on the same desk.

Detecting the ready-to-charge message. After the light beam is projected on the smartphone, the
charger waits for a ready-to-charge message from the smartphone. We design the ready-to-charge message
using the following LED blinking pattern: first keep the LED light ON for one second and then turn it OFF
for 500 milliseconds. On the smartphone- side, after its PV panel starts to generate electricity and the LED
light is powered on, the LED starts to repeat the above ON/OFF pattern for 10 times. On the charger side,
the camera of the light charger is used to detect the LED blinking pattern. If the ON/OFF pattern is detected
for three times continuously, it is treated as that a ready-to-charge message is received and the charger decides
that it is safe to continue to charge the smartphone. With a camera of 30 frames per second, it can take a
picture every 33 milliseconds. Thus, the ON/OFF pattern lasting for 1.5 seconds can be easily and reliably
detected. And the detection can be done quickly within several seconds.

Detecting the charge-completed message. Similarly, we design the charge-completed message as the
following LED blinking pattern: first keep the LED light ON for two seconds and then turn it OFF for one
second. When the smartphone’s battery is fully charged, the smartphone repeats the ON/OFF pattern for up
to 10 times. Detecting a blocking object. If an object blocks the light beam, we should stop charging. In
particular, there may be a curious kid who tries to look at the light beam directly and thus we must turn off
the light as quick as possible. If the charger detected the pattern for three times continuously, it stops
charging. Once the charging is stopped, the smartphone stops blinking its LED light as well. By using
different ON/OFF durations, the charge-completed message and the ready-to-charge message can be easily
distinguished from each other. The duration values can be further fine-tuned to reduce the message detection
time. The AutoCharge approach supports multiple smartphones by automatically charging them one by one
after detecting a blocking object. This is faster than human reactions for self-protection, as it turns off the
light within 50 milliseconds. The camera’'s 30fps resolution allows for quick detection and turning off the
light, ensuring safety.

PROTOTYPE IMPLEMENTATION

We have implemented a prototype system for Autocharge. Figure 6 shows two pictures of our
prototype implementation. For PV panels, we investigated three types of materials: mono-crystalline silicon
(mono-Si), polycrystalline silicon (poly-Si), and gallium arsenide (GaAs). We found that the efficiency of
the mono-Si and poly-Si panels is much lower than the GaAs panels and cannot be used to charge a
smartphone. Thus, we chose to use GaAs. We designed a small circuit board to connect the PV panel to the
battery of a smartphone. The small board consists of the necessary charging circuits, a LED light, and a
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MSP430 micro-controller which controls the LED light to emit the ready-to-charge and charge completed
messages.

E.
Kinect sensor

T6 LED Flashlight

LED light
Charging circuit

MSP430

PV panel

=

Smartphone

figure 6: the prototype implementation

V. EVALUATION

We evaluate Autocharge using our prototype implementation by answering the following questions:
1) Can a PV panel of the size of a smartphone harvest enough energy from a light charger to charge a
smartphone? 2) How accurately and quickly can a light charger detect a smartphone? 3) Once a smartphone
is detected, how quickly can the light charger control the rotator to project the light beam on the smartphone?
4) Can the ready-to-charge message and the charge-completed message be reliably detected? 5) Is the system
safe enough to be used in people’s living environments like offices and homes?

The light energy level of the T6 LED Flashlight, the output power of the GaAs PV panel is
37.1mW/cm?. Consider a middle size smartphone such as a Lumia 920 which has a size of 13cm x 7cm, one
may attach a PV panel of 91cm? to the smartphone. By using such a GaAs PV panel, we can roughly generate
a power output of 3.38W. It is able to fully charge a battery of 2000mAH in 2.5 hours (assuming a charging
voltage of 4.2V). Given that most existing wired smartphone chargers typically have a power output ranging
from 2.5W (0.5A, 5V) to 5W (1A, 5V), these results show that it is able to charge a smartphone using a light
beam as quickly as many wired chargers. If we consider the larger smartphones such as Galaxy Notell which
has a size of 15cm x 8cm, we can generate even more power.

Ty

figure 7: an example to illustrate that autocharge is able to correctly identify rectangle objects in a
picture together with many other objects.

Detection accuracy. We found that our implementation is able to correctly identify rectangle objects
with various settings. For example, as shown in Figure 7, we can successfully detect the two smartphones
(the two rectangles bottom-left, marked in red lines) and one other rectangle object (the rectangle up-right,
marked in red lines) among many other objects, 1) no matter their locations and positions; 2) from different
backgrounds (e.g., one smartphone is on top of a notebook; 3) even if they are partially overlapped with other
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objects (e.g., the left smartphone is covered by a corner of the notebook). This show that AutoCharge is able
to work in typical office and home environments where people often put their smartphones on a table with
other things.

However, we did find that our implementation could not work in several cases. First, if the background
colour is very similar to a smartphone’s colour (e.g., a black smartphone on top of a black laptop), we cannot
detect the smartphone. Using more advanced image processing techniques may help solve this problem.
Second, if the surrounding light is very dark (e.g. at night with all lights turned off in a room), our current
implementation does not work. This issue may be solved by using the light charger to light up (using another
weak light beam different from the one used for charging) the table during the detection mode. In addition,
if a smartphone is largely covered by another object (e.g., under a notebook), our algorithm cannot find out
the smartphone. In fact, this is a limitation of the AutoCharge approach because the light charger cannot
charge the smartphone.

Compute real size [ 29

Map RGB to depth ] 219

Min-rectangle 1
Edge extraction 1

Binarizaiton |3 27

Read Kinect data [ 31

0 100 200 300
Time cost (ms)

figure 8: time cost of each step in rectangular detection

However, this case rarely happens in practice. Our implementation is able to quickly detect rectangle
objects from a picture. We have measured the finish time of the function in Figure 4 using 10 pictures with
various objects in different locations and positions and under different brightness of surrounding lights. The
average result is only 0.31 seconds, with a range of from 0.27 seconds to 0.58 seconds. To cover a large
table, we can rotate the camera of the light charger. For a large table of 4m? (2m x 2m), assume that the light
charger is mounted 1m higher than the table, we need to take pictures from 4 different angles (i.e., rotate the
camera for 4 times periodically) to cover the whole table. Each time of rotation takes about 0.5 seconds.
Therefore, our implementation is able to detect a smartphone at most in 4.32 seconds, no matter where the
smartphone is on the large table. For smaller tables, the number of rotations can be reduced or the camera
even does not need to rotate at all and thus we can detect smartphones more quickly.

Figure 8 shows the time cost of each step of the rectangle detection algorithm. We can see that the
most expensive step is “Map RGB to depth” which looks up the depth in- formation for a given point of the
RGB image. Due to the limitation of the API provided by OpenNI SDK, for a given point in the depth image,
we can look up its position in the RGB image but we cannot do it oppositely. That is, for a given point in the
RGB image, OpenNi does not provide an API for us to directly get its depth value in the depth image.
Therefore, to decide the depth information of a rectangle in the RGB image, we first build a full RGB-depth
map for all the 640x480 points of the RGB image, which is time consuming. However, this can be optimized.
If we implement our own function on depth-looking rather than using the OpenNI API, which may
significantly reduce the time cost, e.g., by an order of magnitude.

From Figure 8, we can see that other steps have a small-time cost. In particular, the edge extraction
and min-rectangle computation are very fast, taking only 2ms in total. It is much faster than the Hough
Transformation which took 173 seconds on average (562 times higher) to processing the same 10 pictures
(but with a larger resolution), ranging from 3 seconds to as long as 653 seconds. The time cost of the Hough
Transformation heavily depends on the complexity (i.e., the number of lines) of the pictures. Furthermore,
the Hough Transformation does not work for small pictures of 640x480. We had to use a large resolution of
1280x960 to make it work. Doing so reduces the frame rate of the Kinect sensor to only 12 fps. In addition,
our implementation uses only 20MB memory.

Projection/rotation time. After a smartphone is detected, we need to quickly to project the light beam on it.
This involves detecting the position of the light spot of the light beam and moving it onto the smartphone.
We measured that our implementation is able to detect the light spot within 0.3 seconds (it does very similar
work as rectangle detection). We are able to move the light spot onto the smartphone with just one movement,
which takes about 0.5 seconds. As a result, projecting the light beam on a smartphone can be quickly finished
within one second. Note that in our current implementation, the camera and the light are separated. In
productization of the light charger, the camera and the light must be tightly integrated together and their
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relative positions can be pre-calibrated. The light charger may calculate the distance between the light spot
and a smartphone and thus does not need to detect the position of the light spot, further reducing the
projection/rotation time. The error of the rotator is less than 0.05 degrees. Assume that the light charger is
1m higher than a table of 2m?, this leads to less than 2mm error in absolute distance in the worst case, which
is acceptable in projecting a light beam.

We also experimented how large a table our current light charger can cover. Assuming the light charger
is 1m higher than a table, with the rotation range of 120 degrees of our rotator, the cover area size is more
than 6m?2. It is much larger than the normal size of typical tables. Thus, our implementation is able to enable
the charging table scenario that we described in Section 2.2.

Message detection: The ready-to-charge message and the charge completed message can be detected
by our light charger very reliably. We experimented for 100 times to detect each of the messages. We got a
success rate of 100% for the both messages. In fact, we were always able to detect the first three blinking
patterns even message repeated its pattern for 10 times. The reason is very simple: our camera is able to take
pictures in 30 fps but the blinking patterns take 1.5 seconds (for the read-to-charge message) or 3 seconds
(for the charge-completed message), which are much longer than the time to take one picture (0.033 seconds).
Note that the message detection times are not critical, particularly for detecting the charge-completed
message. Compared to the total charging time of hours, several seconds latency in message detection is
negligible. Thus, our design takes more considerations on detection reliability rather than short detection
time. Safety. We evaluate the safety of our implementation from two aspects. First, we measured the energy
level of the light beam in our implementation. It is only 110 mW/cm? which is similar to the sunlight of
AML.5 spectral irradiance (about 100 mW/cm?). It is actually much safer than sunlight because 1) the light
beam is cool light and thus causes less heat than sunlight; 2) a large part of the energy of the light beam is
converted by the PV panel into electricity and thus generates even less heat. Even if we keep expose the PV
panel under the light beam for hours, the temperature does not increase much. We even cannot feel that the
PV panel becomes warm using our hands. To compare, we can quickly feel that a smartphone becomes warm
after using it for a while, e.g., playing a game. Therefore, the light beam is pretty safe and will not cause
damages like burning a piece of paper or breaking a smartphone. Second, we measured how quickly our light
charger can detect an object that blocks the light beam and turn off the light. Using a camera of 30 fps, we
can detect a blocking object within 50ms. To compare, when one looks into the sun by incaution, it takes
more than 100ms for he/she to react by closing his/her eyes or turning his/her head. There- fore, our light
charger will not hurt anyone even if a curious kid tries to directly look at the light beam.

VI. Discussion and Future Work

While our evaluation results are encouraging, the AutoCharge approach also has some limits. For
example, if a smartphone is under another object like a book, we cannot charge it. Furthermore, if one does
not take out a smartphone from his/her pocket or bag, AutoCharge cannot help. In addition, when people
travel to different places, it is unlikely they can find a light charger of AutoCharge in every room. However,
as people spend most time in office and at home, AutoCharge may be used to largely reduce users’ effort in
charging their smartphones every day. In this paper, we focus on exploring new ways for smartphone
charging and study the feasibility of automatic smartphone charging. We do not intend to completely replace
the existing smartphone chargers using AutoCharge.

Another issue of the AutoCharge approach is that it does not work for existing smartphones because it
requires that smartphone must integrate a PV panel to work with a light charger. However, smartphones are
consumer electronics and we see that smartphone makers like Apple and Samsung typically release a new
generation of smartphones every year or even less than one year. Many users also follow the short product
circles of smartphones and upgrade their smartphones quickly,

Our design and implementation of AutoCharge can be futher improved. For example, our algorithm
on smartphone detection may be improved in following aspects. First, be- sides the basic feature of rectangle
shape, one may use more features such as buttons at certain positions to reduce false positive. Second, once
a detected rectangle is confirmed as a smartphone, the algorithm may remember the shape of the smartphone
and use it for detecting the same smartphone in the next time. This may be particularly helpful when a user
uses the same light charger to charge the same smartphone in a routine matter, which is a common case for
many users. Third, one may consider supporting smartphones which are not in a rectangle shape.
Furthermore, it is also possible not using any predefined shape at all. Instead, the algorithm automatically
learns the shapes of smartphones using various machine learning techniques. We plan to work on these
optimizations.
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As the main goal of this paper is to demonstrate the feasibility of automatic smartphone detection, our
prototype implementation is far away from a commercial product. To become a real product for users to use
in practical settings, our prototype must be improved in many aspects. For example, we must use a specially
designed light to replace the T6 LED Flashlight; we must replace the Kinect sensor using a dedicated camera;
we must not depend on a separate PC to run the software; and we must tightly integrate all the components
together. We leave these improvements as future work.

VIl. Related Work

There have been efforts to solve the pain of smartphone charging. For example, some smartphones
provide special versions with a large battery to reduce the times of charging [20, 21]. Doing so increases the
weight of those smartphones and conflicts with the design trend of making smartphones lightweight. Some
users use an external battery pack (sometimes called as a power bank [19]) to power their smartphone on-
the-go. However, the users need to carry a separate device and the power bank device itself also needs to be
charged. Wireless charging pads [15, 16] make smartphone charging easier because the users do not need to
plug in a wire. However, the users still need to explicitly put a smartphone onto a small wireless charging
pad, resulting in the similar user experience as wired chargers. Solar charging is promising for transparent
smartphone charging [1, 5, 6]. However, it only works in outdoor spaces and heavily depends on time and
weather conditions.

Our AutoCharge approach builds on top of existing solar charging technique but uses it in indoor
spaces. To do it, we design a light charger to generate a proper light beam to charge a smartphone.
Furthermore, different from existing smartphone charging approaches, we design a smartphone detection and
tracking system which is able to automatically locate a smartphone on a desk and charge it without any
explicit effort from the user. As a result, AutoCharge is able to reduce the burden of smartphone charging
and improve the user experience.

Wireless power is also promising for remote power transfer [7, 8, 9]. However, due to safety issues
caused by electro- magnetic radiation, wireless power is mainly used in very short range [15, 16], in very
low power [10] or in other extreme scenarios such as in outer space or for military purposes [12]. Our
AutoCharge approach can also leverage (i.e., replacing the light charging part) wireless power once the
techniques become mature and safe enough to be used in our targeted usage scenarios.

Using large wireless charging pads may enable automatic smartphone charging. For example, if we
can build a wire- less charging pad which is large enough to cover a whole table, then whenever a smartphone
is put on the table it can be automatically charged without any explicit effort from the user. This will provide
the same user experience as what our AutoCharge approach can do. However, this approach has some
disadvantages. First, although there is ongoing research work in reducing the cost of wireless charging pads
[17, 18], large wireless charging pads may be too expensive for end users, given that a small Nexus 4 wireless
charger costs $59.99 [16]. Second, it may need to rebuild a table to integrate a large wireless charging pad
into it. Third, such a large wireless charging pad is hard to move to be used in other places. Our AutoCharge
approach does not require any changes to existing tables and a light charger is easy to move from one table
to another.

Besides improving smartphone charging, the power problem may also be addressed from the opposite
direction: reducing the power consumption of smartphones. Much research has been done in this direction,
including improving the operating system power management [26], reducing the power consumption of
hardware components [22, 24] and optimizing the power performance of applications [23, 25]. Our work is
complementary with them.
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VIIl. Conclusions

In this paper we proposed and designed AutoCharge, a new approach that enables automatic
smartphone charging. The key idea of the AutoCharge approach is identifying the opportunities of
smartphone charging from a user’s existing action of putting a smartphone on a desk and automatically
charging the smartphone without requiring explicit effort from the user. To achieve it, we first leverage
mature solar charging technique but use it in indoor spaces.

We design a dedicated light charger to generate a light beam to charge a smartphone without a wire
and address the practical
issues of indoor light charging. Then, we employ a camera-based
system to automatically detect and track smartphones on a desk. We develop a fast image processing
algorithm which identifies smartphones from pictures. Once a smartphone is detected, we further use a rotator
to track the smartphone and project a light beam onto it to charge it. The whole process is totally automatic
and transparent from the user.

As a result, our AutoCharge approach significantly reduces users’ burden in smartphone charging and
improves the user experience. The camera system can also decide the battery status of the smartphone for on
demand charging and detect obstacles for safe charging. We have implemented a prototype system of
AutoCharge. Experimental results show that our prototype implementation is able to quickly detect a
smartphone on a desk in various settings and charge it as fast as existing wired chargers. Despite that our
prototype implementation is still far away from a real product and may be further improved in many aspects,
we have demonstrated the feasibility and made a significant step towards automatic smartphone (and other
mobile devices) charging.
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