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Abstract

Gene expression classification has emerged as a powerful method to classify patients with Acute Myeloid
Leukemia (AML) and Acute Lymphoblastic Leukemia (ALL). Classification of cancer based on gene expres-
sion has provided insight into possible treatment strategies. By analyzing gene expression profiles through
DNA microarray technology, new cases of cancer can be accurately classified, providing a general approach

for identifying new cancer classes and assigning tumors to known classes.

In this study, Feature Selection techniques were employed to identify the most informative genes, which
served as input for the classification models and also Dimension Reduction techniques like Principle Compo-
nent Analysis (PCA) were applied. The Machine Learning algorithms such as Support Vector Machine
(SVM) and Naive Bayes were applied to the dataset, enabling the classification of cancer cases based on their

gene expression profiles.

The results indicated that both SVM and Naive Bayes classifiers can effectively classify gene expression data
into the ALL and AML categories. SVM demonstrated higher accuracy, precision, and recall compared to Na-
ive Bayes, making it more suitable for overall classification tasks. However, Naive Bayes is slightly slower
than SVM but exhibited competitive performance particularly in terms of recall, indicating its proficiency in
correctly identifying positive instances.
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List of Abbreviation

Abbreviation Full form

DNA Deoxyribonucleic acid

RNA Ribonucleic acid

MRNA Messenger Ribonucleic acid
AML Acute Myeloid Leukemia

ALL Acute Lymphoblastic Leukemia
SVM Support Vector Machine

PCA Principal Component Analysis

Keywords:- DNA, RNA, mRNA, AML, ALL, SVM & PCA
1. Introduction

Using DNA microarray technology to monitor gene expression, gene expression classification has be-
come a potent tool in cancer diagnosis[1], offering a general method for categorising new cancer cases and
discovering both established and novel cancer classes. Researchers have been able to create more focused and
efficient treatment plans by studying the patterns of gene expression in cancer cells. This analysis has provid-
ed important insights into the underlying molecular mechanisms of the disease[2]. Tumours can be catego-
rised according to their gene expression profiles according to this method, which offers a thorough under-
standing of the gene activity within cancer cells. The most prevalent form of blood cancer across all age cate-
gories, especially in youngsters, is leukaemia. This results from immature growth and excessive blood cell
proliferation, which can damage the immune system, brain tissue, and red blood cells[2][3]. The genetic code
dictates to a cell when it should divide and when it should expire. Gene expression variations may result in
faulty instructions, which can cause cancer. Leukaemia, myeloma, and lymphoma are the three primary cate-
gories of blood malignancies. Leukaemias, which start in the bone marrow's blood-forming tissue, are malig-

nancies of the blood and bone marrow[4][5].

The categorization of patients with acute myeloid leukaemia (AML) and acute lymphoblastic leukae-
mia (ALL), two severe types of blood cancer, has benefited greatly from this method. An aggressive blood
malignancy known as AML (Acute Myeloid Leukaemia) is typified by the fast proliferation of aberrant mye-
loid cells in the blood and bone marrow[6][7][8] Adults are typically affected, and symptoms include anae-
mia, easy bruising or bleeding, infections, and exhaustion. On the other hand, ALL (Acute Lymphoblastic

Leukaemia) is a malignancy that affects lymphoid cells and grows quickly; it is more common in children. It
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is characterized by an overproduction of immature lymphoblast, leading to symptoms such as fatigue, pale

skin, recurrent infections, and bone or joint pain.

In order to find the most informative genes to use as input for the classification models, feature selec-
tion approaches were used in the work [9][10]. Additionally, dimension reduction techniques such as Princi-
ple Component Analysis (PCA) were implemented. The dataset was subjected to Machine Learning methods,
including Support Vector Machine (SVM) and Naive Bayes, which allowed for the classification of cancer
patients according to their gene expression profiles. Furthermore, an accuracy comparison between the Sup-
port Vector Machine (SVM) and Naive Bayes classification models was carried out. These machine learning
algorithms are able to discriminate between the two kinds of leukaemia because they are trained on gene ex-
pression data from known cases of ALL and AM[11][12]13]L. It is possible to assess the performance fea-
tures of the Support Vector Machine (SVM) and Naive Bayes models by comparing their accuracy. The use-
fulness of each model for correctly categorising AML and ALL patients according to their gene expression
profiles is ascertained by this comparison. Comprehending the advantages and disadvantages of these ap-

proaches advances the categorization of gene expression in leukaemia instances.
1.1 Gene Expression

The process via which the data contained in a gene is transformed into a useful product, like a protein
or RNA molecule, is known as gene expression. The instructions needed to produce particular proteins, which
are necessary for a variety of biological processes and activities within an organism, are found in genes. Tran-
scription and translation are the two primary steps in the expression of genes. An enzyme known as RNA pol-
ymerase copies a gene's DNA sequence during transcription to create a corresponding RNA molecule known
as messenger RNA (mRNA)[14]. The genetic information from the gene-is transferred by this mMRNA mole-

cule to the cellular machinery in charge of protein synthesis.

The mRNA molecule interacts with ribosomes, which are cellular organelles in charge of protein syn-
thesis, during the translation stage[15]. The mRNA molecule's nucleotide sequence is "read™" by ribosomes,
which then utilise this information to put amino acids together in a particular order to produce polypeptide
chains. After that, this chain folds into a useful protein that performs its designated function within the cell
[16].

A number of variables, including as developmental phases, cellular signals, and environmental cues, can af-
fect the carefully controlled process of gene expression. It is essential for defining an organism's traits, capa-
bilities, and reactions to its surroundings. When genes are expressed inappropriately or mutatedly, interrupting
normal cellular functions[17], the result can be diseases such as cancer. Deciphering the patterns and regula-
tion of gene expression is crucial in order to identify the molecular mechanisms that underlie illnesses and bi-

ological processes.
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1.2 Gene Expression Classification

The practice of classifying samples or patients according to their gene expression profiles is known as
"gene expression classification.” It entails examining the patterns of gene expression in biological samples,
such as tumour tissues or cells, and applying computational techniques to discern unique patterns of gene ex-
pression associated with various classes or categories of interest, including subtypes of disease or various
forms of cancer[18][19]. There are normally two primary processes in the classification process. To create a
classification model[20][21], gene expression data from a set of samples with predetermined classifications or
categories is first used in a training phase. This model gains the ability to identify and distinguish between the
gene expression patterns linked to various classes. During this training phase, a variety of statistical algo-
rithms, machine learning approaches[22], and pattern recognition techniques can be used to create an appro-

priate classification model.

After training, the model can be used to categorise previously unobserved samples into the pre-
established classes. A prediction is formed about the class or category to which the samples belong based on
an analysis of their gene expression patterns against the model's learned patterns. Insights into disease diagno-
sis, prognosis prediction, therapy response prediction, and even the discovery of new subclasses within an ill-
ness can all be gained via this categorization method. Classifying gene expression has been particularly effec-
tive in cases of acute lymphoblastic leukaemia (ALL) and acute myeloid leukaemia (AML)[23]. Researchers
have discovered distinct gene expression patterns particular to each subtype of leukaemia by examining the
gene expression profiles of patients with the disease. These patterns are useful indicators that help differenti-
ate AML from ALL, enabling precise categorization and guiding treatment choices[24][25].

1.3 Significance

The classification of gene expression is important for cancer research and therapeutic treatment. The

following are some main arguments for the importance of classifying gene expression:

e Precise Disease Classification: Different cancer kinds can be precisely categorised and classified by
the use of gene expression classification. Through the examination of gene expression patterns, scien-
tists can pinpoint distinct molecular profiles that are particular to particular cancer subtypes or
kinds[26]. This data is essential for a precise diagnosis and allows for customised treatment plans de-
pending on the unique features of the cancer.

e Tailored Treatment Choices: The categorization of gene expression offers important insights into the
aggressiveness and behaviour of tumours. Clinicians can make educated decisions about the best
course of treatment for individual patients by having a thorough understanding of the gene expression
patterns linked to various cancer types. With the use of this approach, personalised medicine is made
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possible[27], allowing for the customisation of medicines to specifically target molecular changes that
improve patient outcomes.

e Predictive and prognostic Biomarkers: Classifying gene expression can provide biomarkers linked to
prognosis and response to treatment. Through the examination of gene expression patterns, scientists
can pinpoint distinct molecular signatures that signify the advancement of a disease, the likelihood of
survival[28], or the reaction to a given treatment. By using these indicators, medical professionals can
better determine a patient's prognosis and choose the best therapeutic approaches, increasing the like-
lihood that the patient will respond to therapy.

e Discovery of Novel Cancer Subtypes: Classification of gene expression can reveal uncommon or until
unidentified cancer subtypes. Through the examination of extensive gene expression profile databases,
scientists are able to pinpoint unique molecular subgroups that belong to a specific form of cancer.
This finding may contribute to our comprehension of the illness, the discovery of novel therapeutic
targets, and the creation of specialised treatment plans for these particular subtypes.[29][30]

e Promoting Cancer Research: Classifying gene expressions advances our knowledge of cancer biology.
Through the examination of gene expression patterns linked to distinct cancer types and subtypes, sci-
entists can acquire a deeper understanding of the molecular processes that underlie the initiation, ad-
vancement, and reaction to therapeutic interventions in cancer. This information contributes to the ad-
vancement of cancer research overall and to the creation of innovative therapeutic approaches
[31][32].

2. Literature Review

Six simulation-based classifiers have been chosen by [33] algorithms, and the tree random classifier in
one of them achieves an accuracy gain of 98 percent, a significantly substantial classification accuracy. The
optimal classifier methods were predicted by comparing them with different supervised algorithms. Experi-
ments validated the practicality of the suggested approach. Tests of the template's recall and accuracy were
conducted. All other high-accuracy algorithms were found to perform better than random trees of various cat-

egorization strategies.

By combining the predictions of many classifiers, a convergent learning-based model for leukaemia
classification from gene expression by 2021 was proposed, which would increase classification accuracy [34].
The performance measure increases the handling of ionosphere data in terms of precision, accuracy, specifici-
ty, and sensitivity by employing the CART, CHAID, and QUEST classifications. According to the experi-
mental findings, 93.84 percent of the test data selection for the ensemble model with the function choice at-

tained perfect accuracy.
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An Application of Classification Framework has been proposed to Cancer Gene Expression Profiles
and the various supervised learning methods used to categorise tumours [35]. These results suggest that an-
other individual classifier gets the best performance from the voting categories. Early and accurate cancer di-
agnosis boosts survival from 56% to more than 57%, resulting in an 86 percent reduction in death rates from

cancer.

Using a clustering algorithm to analyse tumours and normal colon tissues, the main goal was to predict the
initial leukaemia disease using various machine learning algorithms, such as SVM, Naive Bayes, Decision
Tree, and Linear Regression [36]. The goal was to successfully predict leukaemia in patients and enhance
prediction accuracy in the shortest amount of time. Classifier algorithms with the ability to diagnose and fore-

cast various conditions were trained using microarray data.
3. Dataset

The Curated Microarray Database (CuMiDa) (Feltes et al., 2019) is a repository that houses 78 carefully cho-
sen and cross-checked cancer Microarray datasets from 30,000 Gene Expression Omnibus (GEO) research.
This is where the data used in this paper were taken from. In order to produce a more dependable data source,
CuMiDa provides a more recent dataset that has been manually and meticulously chosen, with sample quality,
undesired probe extraction, background correction, and normalisation. You can access these statistics at

https://sbch.inf.ufrgs.br/cumida

It includes the test and training sets used in Golub et al.'s work (Golub et al., 1999). Measurements pertaining
to bone marrow and peripheral blood samples from ALL and AML are included in these databases. To make
the overall intensities of each chip equal, the intensity values have been scaled. The dataset contains three

files:

1. Actual.csv: This file contains the identification of all 72 patients in the study and their labels (type of
cancer, 47 ALL and 25 AML).

2. Data_set ALL_AML _train.csv: This file contains the subset with training data (38 bone marrow sam-
ples, 7129 genes).

3. Data_set ALL_AML _independent.csv: This file contains the subset with the test data (34 peripheral
blood samples, 7129 genes).
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1 patient |cancer
2 1ALL
3 2 ALL
4 3 ALL
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] 3 ALL
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10 9 ALL

Fig 1. Actual file

1 |Gene Description Gene Accession Number 1 2 3 4
2 |AFFX-BioB-5_at (endogenous contral)  AFFX-BioB-5_at -214 -139 -76 -135
3 |AFFX-BioB-M_at (endogenous control)  AFFX-BioB-M_at -153 -73 -49 -114
4 |AFFX-BioB-3_at (endogenous control)  AFFX-BioB-3_at -58 -1 -307 265
5 |AFFX-BioC-5_at (endogenous control)  AFFX-BioC-5_at 88 283 309 12
6 |AFFX-BioC-3_at (endogenous contral)  AFFX-BioC-3_at -295 -264 -376 -419
7 |AFFX-BioDn-5_at (endogenous control) AFFX-BioDn-5_at -558 -400 -650 -585
8 |AFFX-BioDn-3_at (endogenous control) AFFX-BioDn-3_at 199 -330 33 158
9 |AFFX-CreX-5_at (endogenous control)  AFFX-CreX-5_at -176 -168 -367 -253
10 |AFFX-CreX-3_at (endogenous control)  AFFX-CreX-3_at 252 101 206 49
1 |Gene Description Gene Accession Number 39 40 42 47
2 AFFX-BioB-5_at (endogenous control) AFFX-BioB-5_at -342 -87 2 -243
3 |AFFX-BioB-M_at (endogenous control) AFFX-BioB-M_at -200 -248 -153 -218
4 | AFFX-BioB-3_at (endogenous control)  AFFX-BioB-3_at 41 262 17 -163
5 |AFFX-BioC-5 at (endogenous control) AFFX-BioC-5_at 328 295 276 182
6 AFFX-BioC-3_at (endogenous control) AFFX-BioC-3_at -224 -226 -211 -239
7 |AFFX-BioDn-5_at (endogenous control) AFFX-BioDn-5_at -427 -453 -250 -268
8 AFFX-BioDn-3_at (endogenous control) AFFX-BioDn-3_at -656 367 55 -285
9 |AFFX-CreX-5_at (endogenous control) AFFX-CreX-5_at -292 -452 -141 -172
10 AFFX-CreX-3 at (endogenous control) AFFX-CreX-3 at 137 194 0 52

Fig 3. Data_set ALL_AML _independent file

4. Methodology

4.1 Machine Learning Pipeline

e Data Collection: Assemble a dataset for every sample that contains information on gene expression and
the related class labels. Make sure the dataset includes a variety of interest classes or categories.

o Data preprocessing: Take care of missing values and eliminate duplicates from the data. To make compar-
isons between samples possible, normalise the gene expression data.

e Feature Selection: Use feature selection methods to find the most informative genes in a dataset with a
large number of genes. Choose a selection of genes that are most important for categorization to reduce

dimensionality.
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Data Split: Create training and testing subsets from the preprocessed dataset. The testing set will be uti-
lised for evaluation, while the training set will be used to train the SVM model.

Model Training: Using the training dataset, train an SVM model. The supervised learning algorithm SVM
determines the best hyperplane to divide samples of various classes.

Model Optimisation: To enhance the performance of the SVM model, adjust its hyperparameters. Finding
the ideal hyperparameter values can be accomplished by methods such as grid search or random search.
Principal Component Analysis: A popular dimensionality reduction method in data analysis and machine
learning is principal component analysis, or PCA. Its goal is to retain the most important information
while converting high-dimensional data into a lower-dimensional representation. Finding the principal
components—the paths along which the data fluctuates most—is the fundamental idea of principal com-

ponent analysis (PCA).

Model Evaluation: Make use of the testing dataset to assess the trained SVM model. Determine perfor-
mance parameters including recall, accuracy, precision, and F1-score to evaluate the classification perfor-
mance of the model.

Support Vector Machine, or SVM, is used to solve Regression and Classification problems. But it's mostly
applied to machine learning classification challenges. In order to make it simple to classify fresh data
points in the future, the SVM method seeks to identify the optimal line or decision boundary that can di-
vide n-dimensional space into classes. We refer to this optimal decision boundary as a hyperplane.

One of the most straightforward and efficient classification algorithms, the Naive Bayes classifier aids in
the rapid development of machine learning models with rapid prediction capabilities. Being a probabilistic
classifier, it makes predictions based on the likelihood that an object will occur. Sentimental analysis and
spam filtration are two well-known applications of the Naive Bayes algorithm, where the feature inde-
pendence assumption frequently holds up rather well. The algorithm is named "naive" because, given the
class label, it presumes that every feature is independent of every other feature.

Performance Comparison: Examine how well the SVM model performs in comparison to alternative clas-
sification methods or algorithms. Evaluate the benefits and drawbacks of the SVM model for classifying

gene expression
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Fig 4. Architecture

4. Result and Discussions

The results of the Gene Expression Classification are presented in this section. Our goal in the project work
was to use Support Vector Machine (SVM) and Naive Bayes algorithms to categorise patients with AML and
ALL based on gene expression data. Using a confusion matrix, Support Vector Machine (SVM) and Naive
Baiyes were compared. By comparing the expected labels with the actual labels, this matrix enabled a thor-
ough study that gave important insights into how well each model performed. These algorithms' performance

was assessed in terms of F1 score, recall, accuracy, and precision.

When compared to Naive Bayes, SVM performed better at reliably classifying AML and ALL. With an accu-
racy of 0.941, SVM was able to classify 94.1% of the instances correctly; additionally, the precision of 0.875
indicates that 87.5% of the instances classified as AML or ALL were true positive predictions; and the recall
of 1.0 indicates that SVM correctly identified all instances of AML. The harmonic mean of recall and preci-
sion is represented by the F1 score of 0.933, which denotes overall strong performance. Naive Bayes, on the
other hand, performed somewhat worse, with accuracy of 0.912, precision of 0.867, F1 score of 0.897, and
recall of 0.929. These findings imply that, when using gene expression data to discriminate between AML and

ALL, Naive Bayes is less reliable compared to SVM.
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6. Conclusion

In the project work, we used two supervised learning algorithms, a Support Vector Machine (SVM) and Naive
Bayes, to classify the type of cancer in each patient to ALL and AML. Based on their gene expression data,
we applied two machine learning techniques to classify the two types of leukaemia (ALL and AML). Various
performance indicators were used to compare Naive Baiyes and Support Vector Machine (SVM). Based on
gene expression data, SVM outperformed Naive Bayes in effectively diagnosing AML and ALL patients, with
an accuracy of 0.941, meaning that 94.1% of the cases were correctly identified. Naive Bayes, on the other
hand, performed marginally worse, with an accuracy of 0.912. Higher recall values, F1 score, accuracy, and

precision were all displayed by SVM, demonstrating its superiority for this specific classification task.
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7. Future Work

In the future, we can investigate and apply cutting-edge machine learning methods and algorithms, such as
ensemble learning and deep learning models, to enhance the performance and classification accuracy of gene

expression data.

Expand the categorization models to encompass additional disease categories and investigate their efficacy
across various datasets. This will facilitate the evaluation of the models' adaptability and generalizability in

various biomedical settings.
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