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Abstract: Machine Learning is a category of algorithms that allows software applications to become more accurate in predicting 

outcomes without being explicitly programmed. The basic premise of machine learning is to build models and employ algorithms that 

can receive input data and use statistical analysis to predict an output while updating outputs as new data becomes available. These 

models can be applied in different areas and trained to match the expectations of management so that accurate steps can be taken to 

achieve the organization’s target. In this paper, the case of Big Mart, a one-stop-shopping center, has been discussed to predict the sales 
of different types of items and for understanding the effects of different factors on the items’ sales. Taking various aspects of a dataset 

collected for Big Mart, and the methodology followed for building a predictive model, results with high levels of accuracy are generated, 

and these observations can be employed to take decisions to improve sales. 
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I. INTRODUCTION :  
In today’s modern world, huge shopping centers such as big malls and marts are recording data related to sales of items or products with 

their various dependent or independent factors as an important step to be helpful in prediction of future demands and inventory 

management. The dataset built with various dependent and independent variables is a composite form of item attributes, data gathered 

by means of customer, and also data related to inventory management in a data warehouse. The data is thereafter refined in order to get 

accurate predictions and gather new as well as interesting results that shed a new light on our knowledge with respect to the task’s data. 

This can then further be used for forecasting future sales by means of employing machine learning algorithms such as the random forests 

and simple or multiple linear regression model. 

 

II. LITERATURE SURVEY 

A Forecast for Big Mart Sales Based on Random Forests and Multiple Linear Regression (2018) Kadam, H., Shevade, R., Ketkar, P. 

and Rajguru. A Forecast for Big Mart Sales Based on Random Forests and Multiple Linear Regression used Random Forest and Linear 

Regression for prediction analysis which gives less accuracy. To overcome this, we can use XG boost Algorithm which will give more 

accuracy and will be more efficient. 

Forecasting methods and applications (2008) Makridakis, S., Wheelwrigh. S. C., Hyndman. R.J. Forecasting methods and applications 

contain a Lack of Data and short life cycles. So some of the datalike historical data, and consumer- oriented markets face uncertain 

demands and can be predicted for accurate results. 

Comparison of Different Machine Learning Algorithms for Multiple Regression on Black Friday Sales Data (2018) C. 

M. Wu, P. Patil, and S. Gunaseelan. Comparison of Different Machine Learning Algorithms for Multiple Regression on Black Friday 

Sales Data Used Neural Network for comparison of different algorithms. To overcome this Complex model like neural networks is 

used for comparison between different algorithms which is not efficient so we can use simpler algorithms for prediction. Prediction of 

retail sales of footwear using feed-forward and recurrent Neural Networks (2018) 

by Das, P., Chaudhury. Prediction of retail sales of footwear using feed-forward and recurrent neural networks used neural networks 

for prediction of sales. Using a neural network for predicting weekly retail sales, is not efficient, So XG boost can work efficiently. 

 

PROBLEM STATEMENT: 

“To find out what role certain properties of an item play and how they affect their sales by understanding Big Mart sales.” In order to 

help Big Mart achieve this goal, a predictive model can be built to find out for every store, the key factors that can increase their sales 

and what changes could be made to the product or store’s characteristics. 
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III. PROPOSED SYSTEM 

Data Processing and Methodology 

a. Data Collection: We have collected the data securely in accordance with an agreed methodology. The procedure for the collected 

data may differ from client to client and is dependent on the type, quantity, availability, and need of data. 

b. Data Cleaning and Preprocessing: The collected data is passed through a ‘cleaning’ process, so as to make sure that the data is 

segregated properly and identified gaps in the data are filled with the appropriate information, making data compatible and also 

fixing errors in storage systems which can cause data redundancy. 

c. Data Modeling: This is primarily a process in which the given dataset and the objects in it are analyzed to get a clear view of the 

requirements that may help us support our business model. Based on the analysis of patterns present in the data, models are then 

created on the established flow of the project. This flow offers better assistance in the utilization of the previously agreed upon the 

semi-formal model that showcases the features of the project. It also provides guidance to follow the relation between the data 

objects and other objects. 

d. Data Prediction: Machine Learning prediction models are trained in this process and then later on evaluated using the data. This 

will then be applied to the preprocessed dataset. Some of the Models to be used for the prediction are: 

• Linear Regression 
• Random Forest 

• Decision tree 

• XG Boost Regressor 

 

e. Data Visualization: Data Analyzed is then further picturized for customers and conclusions and take effective decisions. 

 

 
The figure represents the use case model of our system “Big Mart Sales Prediction Using Machine Learning” to find out the sales of 

each product at a particular store. Using this model, Big Mart will try to understand the properties of products and stores which play a 

key role in increasing sales. Huge shopping centers such as big malls and marts are recording data related to sales of items or products 

with their various dependent or independent factors as an important step to be helpful in prediction of future demands and inventory 

management. 

 

IV . METHODOLOGY 

The steps followed in this work, right from the dataset preparation to obtaining results are represented in Fig.1. 

                                               

                                               Fig1: Steps followed for obtaining results 

Big Mart’s data scientists collected sales data of their 10 stores situated at different locations with each store having 1559 different 
products as per 2013 data collection. Using all the observations it is inferred what role certain properties of an item play and how they 

affect their sales. The dataset looks like shown in Fig.2 on using head() function on the dataset variable. 
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Fig2: Screenshot of Dataset 
 

The data set consists of various data types from integer to float to object as shown in Fig.3. 

                                          Fig3: Various datatypes used in the Dataset 

 

In the raw data, there can be various types of underlying patterns which also gives an in-depth knowledge about subject of interest 

and provides insights about the problem. But caution should be observed with respect to data as it may contain null values, or 

redundant values, or various types of ambiguity, which also demands for pre-processing of data. Dataset should therefore be 

explored as much as possible.Various factors important by statistical means like mean, standard deviation, median, count of values 

and maximum value etc. are shown in Fig.4 for numerical variables of our dataset. 

 

Preprocessing of this dataset includes doing analysis on the independent variables like checking for null values in each column 

and then replacing or filling them with supported appropriate data types, so that analysis and model fitting is not hindered from its 

way to accuracy. Shown above are some of the representations obtained by using Pandas tools which tells about variable count for 

numerical columns and modal values for categorical columns. Maximum and minimum values in numerical columns, along with 

their percentile values for median, plays an important factor in deciding which value to be chosen at priority for further exploration 
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tasks and analysis. Data types of different columns are used further in label processing and one-hot encoding scheme during 

model building. 

 

ALGORITHM EMPLOYED : 

Scikit-Learn can be used to track machine-learning system on wholesome basis [12]. Algorithms employed for predicting sales for 

this dataset are discussed as follows: 

Random Forest Algorithm: 

Random forest algorithm is a very accurate algorithm to be used for predicting sales. It is easy to use and understand for the purpose 

of predicting results of machine learning tasks. In sales prediction, random forest classifier is used because it has decision tree like 

hyperparameters. The tree model is same as decision tool. Fig.5 shows the relation between decision trees and random forest. To 

solve regression tasks of prediction by virtue of random forest, the sklearn.ensemble library’s random forest regressor class is used. 

The key role is played by the parameter termed as n_estimators which also comes under random forest regressor. Random forest can 

be referred to as a meta-estimator used to fit upon numerous decision trees (based on classification) by taking the dataset’s different 

sub-samples. min_samples_split is taken as the minimum number when splitting an internal node if integer number of minimum 

samples are considered. A split’s quality is measured using mse (mean squared error), which can also be termed as feature selection 

criterion. This also means reduction in variance mae (mean absolute error), which is another criterion for feature selection. 

Maximum tree depth, measured in integer terms, if equals one, then all leaves are pure or pruning for better model fitting is done 

for all leaves less than min_samples_split samples. 

                          Fig5: Relation between Decision Trees and Random Forest 

 

Implementation and Results: 

 
In this section, the programming language, libraries, implementation platform along with the data modeling and the observations and 

results obtained from it are discussed.  

 

Implementation Platform and Language : 
Python is a general purpose, interpreted-high level language used extensively nowadays for solving domain problems instead of 

dealing with complexities of a system. It is also termed as the ‘batteries included language’ for programming. It has various 

libraries used for scientific purposes and inquiries along with number of third-party libraries for making problem solving efficient. 

In this work, the Python libraries of Numpy, for scientific computation, and Matplotlib, for 2D plotting have been used. Along 

with this, Pandas tool of Python has been employed for carrying out data analysis. Random forest regressor is used to solve tasks 

by ensembling random forest method. 
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Result :  

 

http://www.ijcrt.org/


www.ijcrt.org                                                                        © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT23A5508 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org M778 
 

Conclusion and Future Scope:  

In this paper, basics of machine learning and the associated data processing and modeling algorithms have been described, 

followed by their application for the task of sales prediction in Big Mart shopping centers at different locations. On 

implementation, the prediction results show the correlation among different attributes considered and how a particular location 

of medium size recorded the highest sales, suggesting that other shopping locations should follow similar patterns for improved 

sales.  

Multiple instances parameters and various factors can be used to make this sales prediction more innovative and successful. 

Accuracy, which plays a key role in prediction-based systems, can be significantly increased as the number of parameters used 

are increased.   Also, a look into how the sub-models work can lead to increase in productivity of system. The project can be 

further collaborated in a web-based application or in any device supported with an in-built intelligence by virtue of Internet of 

Things (IoT), to be more feasible for use. Various stakeholders concerned with sales information can also provide more inputs to 

help in hypothesis generation and more instances can be taken into consideration such that more precise results that are closer to 

real world situations are generated. When combined with effective data mining methods and properties, the traditional means 

could be seen to make a higher and positive effect on the overall development of corporation’s tasks on the whole. One of the 

main highlights is more expressive regression outputs, which are more understandable bounded with some of accuracy. Moreover, 

the flexibility of the proposed approach can be increased with variants at a very appropriate stage of regression model-building. 

There is a further need of experiments for proper measurements of both accuracy and resource efficiency to assess and optimize 

correctly. 
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