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Abstract 

The advancement of technology has revolutionized the way we communicate and exchange data. One of the 

key technologies that underpin modern communication networks is the Internet Protocol (IP). In this note, we 

will delve into the specific application of IP in Asynchronous Transfer Mode (ATM) networks, with a focus on 

the Bundelkhand region. Consider an IP ATM network scenario that is widely used today. In this scenario, 

Asynchronous Transfer Mode (ATM) is used as the backbone to provide high-speed transfer of Internet 

Protocol (IP) traffic. Telephone operators and Internet Service Providers (ISPs) that use ATMs as their 

backbone must model and specify IP traffic to plan and manage these networks to meet the specific needs of 

their customers. This paper describes the problem of modeling IP traffic over ATM network connections. It 

provides a mathematical model that can be used to capture measured data and transform this data into a format 

suitable for various planning and management tasks performed by grid operators. 

Introduction 

ATM networks are a form of high-speed networking technology that operate at the data link layer of the OSI 

model. They are characterized by their ability to transmit data in fixed-size cells, typically 53 bytes in length. 

These cells are switched across the network, allowing for efficient use of bandwidth and low latency. Internet 

Protocol in ATM Networks. While ATM networks primarily operate at the data link layer, they often integrate 

with higher-layer protocols such as IP to enable end-to-end communication. In the context of Bundelkhand, 

this integration is crucial for connecting local networks to the wider internet. 

IP Addressing in Bundelkhand . IP addresses are unique numerical identifiers assigned to devices on a 

network. In Bundelkhand,[14][13][12] as in the rest of the world, IP addresses are allocated based on the 

version of the IP protocol being used. The prevalent versions are IPv4 and IPv6. IPv4, with its 32-bit address 

space, has been the dominant protocol for decades, but IPv6, with its vastly expanded 128-bit address space, is 

gaining traction to accommodate the growing number of connected devices. IP Routing in ATM Networks. 

Routing in an ATM network involves the selection of the most suitable path for a data packet to travel from 

source to destination. This process is managed by routers, which make decisions based on the destination IP 
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address. In Bundelkhand, routers play a critical role in ensuring efficient data flow within the network.

 

Here we consider an ATM over IP network (Figure 1). In this scenario, ATM is used as the backbone and 

provides fast transfer of IP Internet traffic. The IP network solution on ATM involves creating a network of 

Internet Gateway Routers (IGR) Permanent Virtual Circuits (PVC) around the ATM cloud and Next Hop 

Resolution Protocol (NHRP) is a switched virtual circuit. (SVC). Similar results in this network connection 

mode are first collected by the IGR and then sent to the ATM backbone.[11] Typically, in this case, each ATM 

virtual cable carries traffic based on the maximum capacity of the IP cable. We address the problem of 

modeling the aggregation of multiple IP connections entering an ATM backbone network in a way that is 

appropriate for the size of the ATM network. ATM networks use the concept of equal bandwidth to transform 

the multi-layer traffic problem associated with ATM networks into a multi-location problem. This allows ATM 

networks to grow as many connections as possible.[1][2][3] The equal bandwidth method of Guerin et al. [4] 

assumes that the signal generation of each program in an ATM network is a stream of switching operations 

characterized by the following parameters: average value, sign, average peak, and average signal. The broken 

circle ATM convention defines the same protocol as the traffic description for the ATM Variable Bit Rate 

(VBR) service [8]. 

For ATM networks, VBR is one of the best solutions for hosting IP traffic. It is important to choose the right 

VBR parameters 

2. Notation of parameters and symbols 

The IP over ATM model receives a traffic estimate or forecast as input. 

Point-to-point (ie IGR to IGR) traffic is classified as follows: Protocol type 

(TCP or UDP), packet size, and packet arrival rate (packets per second). From 

This model takes IP packet size as input, which is measured in bytes instead. 

To calculate layer 2 and the protocol overhead applied to the layer 

3. IP packets are of variable length and must be encapsulated and fragmented 

Meets fixed cell size requirements for transport ATMs. Total 

Data encapsulation overhead in AAL5 and ATM layers includes the following: 

LLC+SNAP header 8 bytes long, AAL5-trailer 8 bytes long 

bytes, the length (0-47) bytes of the PAD field, and the 5-byte ATM header. From 

Easily convert IP packet size from Lbyte to Lcell. 
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〖 L〗_cell = (L_byte+X)/48, where X is the protocol overhead and is the sum. 

LLC+SNAP header and AAL5 trailer. 

The symbol used in mathematical analysis is: 

N - the length of the IP packet inside the cell 

N_max - maximum length of IP packets inside the cell 

〖IP〗_(N-Tcp) - the total number of Tcp packets of length N cells per second 

P_Ip (N) - IP packet error probability of N cells of length 

p - cell error probability 

P_bit - ATM network bit error probability 

P_(Tcp){length = N} - Probability that an IP packet is N cells long in a new TCP stream. 

P_Tcp{length = N} - Probability that the length of an IP packet is N cells for the entire TCP flow. 

F_Tcp - average rate of new TCP flow (i.e. proposed traffic) [cell/sec] 

R_Tcp - Average Repetitive TCP Flow Rate [Cells/Sec] 

〖F'〗_Tcp - Average total TCP flow rate (i.e. traffic sent) [cell/sec] 

F_udp - average new UDP flow rate [cells per second] 

〖F'〗_udp - average total UDP flow rate [cells/s] 

〖m'〗_Tcp - average bit rate of all TCP flows [bit/s] 

〖σ^'2〗_(mTcp) - bit rate variance in TCP streams [〖bit〗^2/s^2] 

〖IP〗_(N-udp) - total number of UDP packets of length N cells per second 

P_udp{length = N} - Probability that IP packet length is N cells in a new UDP stream. 

〖P'〗_udp{length = N} - Probability that an IP packet has N cells throughout the UDP file. 

                      𝑃𝐼𝑃(𝑁) = ∑ (
𝑁

𝑖
) 𝑝𝑖(1 − 𝑝)𝑛−1 = 1 − (1 − 𝑝)𝑛

𝑁

𝑖=1

                      

 

                      𝑃𝐼𝑃(𝑁) = ∑ (
𝑛

𝑖
) 𝑝𝑖(1 − 𝑝)𝑛−1 = 1 − (1 − 𝑝)𝑛

𝑛

𝑖=1

 

cell error probability p is derived from pbit from a Binomial distribution, as well. 

One cell will be repeated if at least one bit out of 424 bits is corrupt (1 cell = 

424 bits) 
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3. TCP Model for Average Rate 

ATM networks are known for their ability to support different classes of service, making them suitable for a 

variety of applications, from voice and video to data. In Bundelkhand, QoS parameters are configured to 

meet the specific requirements of applications and users in the region. 

To illustrate the impact of transmission errors on incoming packets in TCP traffic,[11] we use the simple mode

l used in ITU-T 

data to describe traffic in a circuit-switched network. 

First, we briefly explain the basic model and then connect the model in 

directly to the situation of sending TCP traffic over the ATM network. 

A simple model for iteration.  

Consider the following simple diagram showing a communications network (Figure 2). On the left side of the i

mage, the new call (first traffic) to the 

network is shown. Due to limited network usage, Invalid for some reason 

 

 

 

 

 

Fig. 2. A simple repeat pattern for traffic 

 

Call will be blocked with result B. Instead the probability of a successful call is given by (1 − B). Incorrect call

s may be dropped or redone. 

Callback with result R and cancel with result (1 − R). 

The call will be added to new incoming calls and reported to the 

network (via the "+" symbol). By simple analysis of this system and 

use the symbol F to describe the first test car and use T to describe the total number of tests 

, we can assume that: 

                                      𝑇 =  
𝐹

(1−𝑅𝐵)
                                                                                ( 1) 

It is worth noting that the model assumes that the call will definitely be returned until it is answered. Additiona

lly, the model is deterministic in nature and there is no developed stochastic theory. 

Although the model is simple, it provides a good idea of 

the macroscopic workings of the connection and the effect of repetition. 

Network performance. 

ATM keeps TCP traffic flowing through the network. In order to extend 

the model to the case of TCP traffic where packets are of variable length, we 

assume that a “call” is a flow consisting of TCP packets of constant length.[11] We 

now give a detailed description of the new model that is based on flows that 

consist of TCP packets with constant length. 

1-R R  

1-R 

1 

B 
1-B 

Abandoned Attempts 
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We define the fresh TCP flow 𝐹𝑇𝑐𝑝 as a sum of 𝑁𝑀𝑎𝑥 different fresh flows: 

𝐹𝑇𝑐𝑝 = 𝐹𝑇𝑐𝑝1 + 𝐹𝑇𝑐𝑝2+𝐹𝑇𝑐𝑝3 + 𝐹𝑇𝑐𝑝4 … … . . +𝐹𝑇𝑐𝑝(𝑁𝑚𝑎𝑥)                                 (2)                                

where 𝐹𝑇𝑐𝑝(N) represents the fresh flow consisting of IP packets of length N 

cells (N = 1, 2, 3,..., 𝑁𝑚𝑎𝑥 

𝐹𝑇𝑐𝑝 = ∑ 𝐹𝑇𝑐𝑝

𝑁𝑚𝑎𝑥

𝑛=1

(𝑁) = ∑ 𝑁. 𝐼𝑃𝑁−𝑇𝑐𝑝

𝑁𝑚𝑎𝑥

𝑛=1

                                      (3) 

As a result of the above consideration, we can apply the method of the 

original model to obtain a formula for 𝐹′𝑇𝑐𝑝. Hence, as a general case we need 

to analyses only the case of one fresh flow 𝐹𝑇𝑐𝑝(N). 

The repeated flow R is simply given by the sum of 𝑁𝑚𝑎𝑥 repeated flows 

caused by 𝑁𝑚𝑎𝑥 different fresh flows: R = R(1) + R(2) + ··· + R(𝑁𝑚𝑎𝑥), where 

R(N) is the repeated flow caused by lost IP packets from the fresh flow 𝐹𝑇𝑐𝑝(N), 

R(N) = 𝑃𝐼𝑃(𝑁). 𝐹𝑇𝑐𝑝(𝑁) . Fro 𝐹′
𝑇𝑐𝑝 = 𝐹𝑇𝑐𝑝(𝑁) + 𝑅(𝑁)   it follows 

𝐹′𝑇𝑐𝑝 =  ∑ 𝐹′
𝑇𝑐𝑝(𝑁)

𝑁𝑚𝑎𝑥

𝑛=1

                                                                 (4) 

Here we demonstrate a way to derive 𝐹′𝑇𝑐𝑝 using the original model for repeated 

attempts as the basis for the approach (we omit the subscript TCP for clarity): 

1st step ;                           𝐹′
1(𝑁) = 𝐹(𝑁) = 𝑁. 𝐼𝑃𝑛−𝑇𝑐𝑝 

𝑅1(𝑁) = 𝑃𝐼𝑃(𝑁)𝐹′
1(𝑁) = 𝑃𝐼𝑃(𝑁)𝐹(𝑁) 

 2nd steps;                        𝐹′
2(𝑁) = 𝐹(𝑁) + 𝑅1(𝑁) = 𝐹(𝑁)(1 + 𝑃𝐼𝑃(𝑁)  

𝑅2(𝑁) = 𝑃𝐼𝑃(𝑁)𝐹′
2(𝑁) = 𝑃𝐼𝑃(𝑁)𝐹(𝑁) + 𝑃𝐼𝑃

2 (𝑁) 

: 

: 

nt  steps;               𝐹′
𝑛(𝑁) = 𝐹(𝑁) + 𝑅𝑛−1(𝑁) = 𝐹(𝑁)(1 + 𝑃𝐼𝑃(𝑁) + 𝑃𝐼𝑃

𝑛−1(𝑁) 

𝑅𝑛(𝑁) = 𝑃𝐼𝑃(𝑁)𝐹′
𝑛(𝑁) = 𝑃𝐼𝑃(𝑁)𝐹(𝑁) + ⋯ . +𝑃𝐼𝑃

𝑛 (𝑁) 

For 𝑛 → ∞,   𝐹′𝑛(𝑁)             

𝐹′
𝑇𝑐𝑝(𝑁) =

𝐹𝑇𝑐𝑝(𝑁)

1 − 𝑃𝐼𝑃(𝑁)
                                            (5) 

Using (4), for the mean cell rate of the total TCP flow one gets: 

𝐹′
𝑇𝑐𝑝(𝑁) = ∑

𝐹𝑇𝑐𝑝(𝑁)

1−𝑃𝐼𝑃(𝑁)

𝑁𝑚𝑎𝑥
𝑛=1 = ∑

𝑁.   𝐼𝑃𝑁𝑇𝑐𝑝
(𝑁)

1−𝑃𝐼𝑃(𝑁)

𝑁𝑚𝑎𝑥
𝑛=1                                     (6)     

Accordingly, the mean bit rate of the total TCP flow is: 

 

𝑚𝑇𝑐𝑝
′ = 424. 𝐹′𝑇𝑐𝑝                                                              (7) 
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3.1UDP Model for the Mean Rate 

In a similar way, the fresh UDP flow FUDP is modelled as a sum of NMAX flows 

that consist of IP packets with constant length: 

                    𝐹𝑢𝑑𝑝 = ∑ 𝐹
𝑁𝑚𝑚𝑎𝑥
𝑛=1 𝑢𝑑𝑝

(𝑁) = ∑ 𝑁
𝑁𝑚𝑚𝑎𝑥
𝑛=1 . 𝐼𝑃𝑁−𝑢𝑑𝑝                   (8)  

The carried traffic consisting of IP packets of length N cells, 𝐹′𝑢𝑑𝑝(𝑁), is simply 

the product of the offered flow 𝐹𝑢𝑑𝑝(𝑁) and the probability of the traffic being 

successfully transmitted across the network. Thus, fo𝑟  𝐹′𝑢𝑑𝑝(𝑁) we have: 

                                                     𝐹′
𝑢𝑑𝑝(𝑁) = 𝑁. 𝐼𝑃𝑁−𝑢𝑑𝑝(1 −

𝑃𝐼𝑃(𝑁))                                                                             (9)        

Consequently, for the mean cell rate of the total UDP flow one gets: 

                                                            𝐹′
𝑢𝑑𝑝(𝑁) = ∑ 𝑁

𝑁𝑀𝑎𝑥
𝑛=1 . 𝐼𝑃𝑁−𝑢𝑑𝑝(1 − 𝑃𝐼𝑃(𝑁))                (10)                     

The mean bit rate of the total UDP flow is simply:  𝑚′𝑢𝑑𝑝 = 424 𝐹′𝑢𝑑𝑝. 

Finally, for the mean bit rate of the aggregate IP traffic carried over ATM 

network we have: 

                                     𝑚′𝐼𝑃 = 𝑚′𝑇𝑐𝑝 + 𝑚′𝑢𝑑𝑝                                                                           (11) 

3.2 Model for the Peak Rate 

Since, our interest is in mapping the parameters of the aggregate IP traffic into 

appropriate on-off traffic parameters, we can compute the peak rate from the 

following on-off relation: 𝜎′2
𝑚𝐼𝑃 = 𝑚′

𝐼𝑃(𝑅′
𝑝𝑒𝑎𝑘𝐼𝑃

− 𝑚′
𝐼𝑃) . Thus, it remains only to 

derive the variance of the bit rate of the aggregate IP traffic, 𝜎′2
𝑚𝐼𝑃, which on the 

other hand can be expressed as a sum of the variances of the TCP and UDP 

flows as follows: 

                                  𝜎′2
𝑚𝐼𝑃 = 𝜎′2

𝑚𝑇𝑐𝑝 + 𝜎′2
𝑚𝑢𝑑𝑝                                                             (12) 

From the distribution of IP packet length of the fresh flow, one can derive 

the probabilities that an IP packet has length N cells in the total TCP flow and 

UDP flow respectively, in the following way: 

𝑃′
𝑇𝑐𝑝{𝑙𝑒𝑛𝑔𝑡ℎ = 𝑁}           =

𝐼𝑃′
𝑁−𝑇𝑐𝑝

∑ 𝐼
𝑁𝑚𝑎𝑥
𝑛=1 𝑃′

𝑁−𝑇𝑐𝑝
    

=   

𝐼𝑃𝑁−𝑇𝑐𝑝

1−𝑃𝐼𝑃(𝑁)

∑
𝐼𝑃𝑁−𝑇𝑐𝑝

(1−𝑃𝐼𝑃(𝑁))

𝑁𝑚𝑎𝑥
𝑛=1

                                            (13) 

𝑃′
𝑢𝑑𝑝{𝑙𝑒𝑛𝑔𝑡ℎ = 𝑁}           =

𝐼𝑃′
𝑁−𝑢𝑑𝑝

∑ 𝐼
𝑁𝑚𝑎𝑥
𝑛=1 𝑃′

𝑁−𝑢𝑑𝑝
    

=   
𝐼𝑃𝑁−𝑢𝑑𝑝(1−𝑃𝐼𝑃(𝑁))

∑ 𝐼𝑃𝑁−𝑢𝑑𝑝(1−𝑃𝐼𝑃(𝑁))
𝑁𝑚𝑎𝑥
𝑛=1

                                (14) 

Then, for the variance of the IP packet length for the total TCP flow 

𝜎′2
𝑙𝑇𝑐𝑝 – we have: 

𝜎′2
𝑙𝑇𝑐𝑝 = ∑ (𝑁 − 𝑁̅′)2. 𝑃′𝑇𝑐𝑝{𝑙𝑒𝑛𝑔𝑡ℎ = 𝑁}𝑁𝑚𝑎𝑥

𝑛=1                 (15) 

Where N is the mean IP packet length of the total TCP flow. From (13) for 

the number of IP packets with length N cells in the total TCP flow we have: 

IP 

𝐼𝑃′𝑁_𝑇𝑐𝑝 = 𝑃′𝑇𝑐𝑝{𝑙𝑒𝑛𝑔𝑡ℎ = 𝑁} ∑ 𝐼𝑃′𝑁_𝑇𝑐𝑝

𝑁
𝑚𝑎𝑥
𝑛=1 = 𝑠𝑃′𝑇𝑐𝑝{𝑙𝑒𝑛𝑔𝑡ℎ = 𝑁}                     (16) 

 

∑ 𝐼𝑃′𝑁_𝑇𝑐𝑝

𝑁
𝑚𝑎𝑥
𝑛=1  is constant, and thus we designate it using the constant s. Then, by substituting (16) in (7) for th

e mean bit rate one gets: 
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   𝑚′𝑇𝑐𝑝 = 424 ∑ 𝑁. 𝐼𝑃′𝑁_𝑇𝑐𝑝 = 𝑆. 𝑁′̅̅ ̅
𝑁

𝑚𝑎𝑥
𝑛=1                                                                (17) 

where, for simplicity, we use S = 424 · s. Having a relation between the mean bit 

rate and the mean IP packet length of the total TCP flow, one can expect that 

the same relation holds between the bit rate, νb, and the IP packet length: 

                                            𝜈𝑏 = 𝑆. 𝑁                                                          (18) 

The variance of the bit rate for the total TCP flow   𝜎′2
𝑚𝑇𝑐𝑝 can be derived from: 

𝜎′2
𝑚𝑇𝑐𝑝 = ∑ (𝑣𝑏 − 𝑚′

𝑚𝑇𝑐𝑝

𝑛
𝑚𝑎𝑥
𝑛=1 )2. 𝑃{𝜈𝑏 = 𝑆. 𝑁}                (19) 

 

By applying (17) and (18) in (19) and by assuming that the probability an IP 

packet has length N cells is equal to the probability that the bit rate is S · N, 

P{𝜈𝑏 = 𝑆. 𝑁}, for the variance of the bit rate for the total TCP flow we have: 

                          𝜎′2
𝑚𝑇𝑐𝑝 = 𝑆2. 𝜎′2

𝑙𝑇𝑐𝑝                                             (20) 

The validity of this can be shown under the assumption that a time scale is 

divided into time slots with constant length T and that only one IP packet enters 

the system in each time slot. Consequently, the corresponding flow is one packet 

per unit of time or 𝑠 =  
1

𝑇
 

 and the corresponding bit rate is 𝑣𝑏 = 424. 𝑁. 𝑠 = 𝑆. 𝑁  

The variance of the bit rate of the total UDP flow can be obtained in the 

same way as for the TCP flow, except in the above analysis one should apply 

(14) instead of (13). 

                      Finally, in order to obtain an unbiased estimator for the variance of the 

bit rate of the total flow - 𝜎′2
𝑚𝐼𝑃 , (which is important because we estimate the 

variance directly from sample measurements) we have to multiply the estimated 

variance of bit rate, 𝜎′2
𝑚𝐼𝑃 , with a factor to remove the bias in this calculation. In 

our case, the bias factor is 
𝑐

𝑐−1
where C is the number of observations, which, 

in our case, is the number of total IP packets entering the system per second, 

∑ ( 𝐼𝑃𝑁𝑇𝑐𝑝
+ 𝐼𝑃𝑁𝑢𝑑𝑝

 ) 
𝑁

𝑚𝑎𝑥
𝑛=1 . Since, we know the variance of the bit rate of 

the total flow (i.e its unbiased estimator) and the mean bit rate of the total flow 

(11), we can easily derive the peak bit rate of the total flow as: 

𝑅′𝑝𝑒𝑎𝑘𝐼𝑃 =
𝜎′2

𝑚𝐼𝑃

𝑚′𝐼𝑃
+ 𝑚′𝐼𝑃                                                                 (21) 

 

3.3 Model for the Burst Period 

One approach to determine the burst period (e.g., maximum number of cells 

that can be transmitted at peak rate) is similar to the one used to dimension 

 

buffers inside IP routers. In the case of best-effort traffic, traditional rule is to 

dimension the buffer according to the bandwidth-delay (or rtt) product. In our 

case, where the aggregate IP traffic uses VBR service, the maximum burst size 

in cells is obtained as a product of the mean cell rate and the round-trip time, 

rtt :                                  𝑏′𝐼𝑃 =
𝑚′𝐼𝑃

424
. 𝑟𝑡𝑡            (22) 

Some measurement studies have reported that such estimation works correctly 
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for large aggregates of IP traffic [10]. 

In addition, to the above approach we are currently considering another 

approach for modelling the burst period, which is based on analysis of the User 

Parameter Control (UPC) functions at the ingress of ATM. Namely, we consider 

scenario where source is policed by two leaky buckets operating on different 

time-scales: one leaky bucket polices the peak rate, 𝑅′𝑝𝑒𝑎𝑘𝐼𝑃 with a tolerance 𝜏𝑝, 

and the other polices the mean rate, 𝑚′𝐼𝑃, with a tolerance 𝜏𝑚. The tolerances 𝜏𝑝 and 𝜏𝑚 are translated into buc

ket dimensions for the controller of the water bucket at peak and average value, respectively. Assuming that th

e source does not violate the 

contract peak value, the maximum signal burst that can pass through the 

average officer is [8]: 

                                       𝑏′𝐼𝑃 =  
𝜏𝑚

1−
𝑚′𝐼𝑃

𝑅′𝑝𝑒𝑎𝑘𝐼𝑃

                                                        (23) 

To get an estimate of the τm tolerance, we examine the G / D / 1 / N - delay 

system: This is a real model of the consequences of cell loss for aquarium equipment (if the brain is broken it 

will be lost). A solution to the probability of cell loss for such a system with a variable model is reported in [9],

 which is sufficiently accurate in most cases. For 

load and bucket line, we want to determine 

the probability of cell loss as a function of line capacity (bucket size). The leakage rate is fixed by representing 

and the maximum value 𝐶 (𝐶 >  1) multiplied by the best value 

and the average value. The relationship between the probability of cell loss and 

cell size has two differences: the cell scale component decreases exponentially (linearly on a logarithmic scale)

 with increasing cell size and decays when 

is three times a. Once the big bucket is reached, the slope of the Curve changes significantly. The influence of t

hese two elements defines the solution for the desired overall size and tolerance 𝜏𝑚.  However, since this is still

 an ongoing study, we cannot present the results here. 

4. Integrating the model into the ATM measurement system 

Our model defines the IP aggregation of two OD pairs (i.e. IGR to IGR) as a single IP flow number 1, and its r

epresentatives are given in 

1. Quality of Service (QoS) Considerations 

ATM networks are known for their ability to support different classes of service, making them suitable for a 

variety of applications, from voice and video to data. In Bundelkhand, QoS parameters are configured to meet 

the specific requirements of applications and users in the region. 

Network Address Translation (NAT) in Bundelkhand 

NAT is a technique used to map private IP addresses to a single public IP address, allowing multiple devices 

within a local network to share a common external address. This is particularly relevant in Bundelkhand, where 

organizations and households often have multiple devices requiring internet access. Security Considerations As 

in any network, security is of paramount importance in Bundelkhand's ATM networks. Firewalls, intrusion 

detection systems, and encryption protocols are implemented to safeguard against unauthorized access and data 

breaches. 

Note that this model can be extended to include QoS; This means the IP gateway is collecting too much IP traff

ic. For this purpose, access to the tool that is not classified by QoS is required. 
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Three disadvantages: average cost, peak cost and burst time. According to the 

parameters, we can directly calculate the equivalent bandwidth required for the 

traffic flow, so the model should calculate the bulk IP traffic with 

capacity equal to the bandwidth equal to the "IP call". 

Equivalent bandwidth calculation for "IP calls" can now be used in two different ways. The first method is to 

model total IP traffic as 

calls that arrive at the average arrival time (Poisson distribution) and last for the average duration (negative exp

onential division); 

Must be equal to the nominal bandwidth. This approach allows these “IP calls” 

to be “integrated” with other ATM calls 

which can be characterized by destination medium, service time, and equal bandwidth. When sizing the ATM 

network using this method, calls cannot be determined and the average arrival and service cost and equivalent 

bandwidth are used to determine capacity. The second 

way to verify that 

IP traffic from the LAN or WAN can be "always on" and we only need to allocate capacity according to 

what we "want equal bandwidth". "IP Paging" from LAN or WAN. In this case, adopting the first approach wil

l cause the total size of the capacity to be too large. This means that if there is such traffic, you must carefully s

eparate "normal" traffic from traffic that can be described as arrival and service. 

Finally, we discuss another method that can be used to model bulk IP traffic to fit the "integrated" ATM scale 

model. 

We can convert a VBR "IP call" with capacity equal to equivalent bandwidth into an equivalent CBR "IP call" 

with different characteristics. According to the balanced burst approach [6], a general market consisting of seve

ral independent workflows can be replaced by a balanced system with simple features  Select the 

equation method so that the following measurements have the same values: (1) Average cell value,m (2) Instan

taneous value difference, 𝜎2 (3) Asymptotic variance of the 

number of the equation 

Poisson approximation process λ with the flow process, 

for an exponentially distributed, independent but non-

uniform distribution with the definition of polar value R and burst time µ. The relationship is given by:𝜆 =

 
2𝑚2

𝑣
           𝑅 =

𝜎2

𝑚
            𝜇 =   

𝑣

2𝜎2                                            (24) 

Thus, by fitting the mean, spiking and asymptotic 

variance of the bulk IP traffic to the layer standard equation 

> we obtain CBR "IP call with capacity R and traffic utilization λμ" . Therefore, it stores only the asymptotic v

ariance of all IP traffic to be returned. 

 

The expression of the asymptotic variance of the given number of cells for a longer period can be obtained acc

ording to the following formula: asymptotic variance formula of the reconstruction process [7]. 

 

5 Simulation results 
Use of a specially designed time simulator to analyze the test model. The ATM over IP model of this simulator

 is very easy to use. But it tries to use more accurate data to evaluate the model. The simulator evaluates the im

pact of transmission errors on incoming packets. In order to easily understand these effects and their behaviors,

 the system has been kept very simple by limiting it to a single ATM connection. 

Traffic from an individual IP connection is modeled as arrivals according to the Poisson distribution, with a giv

en mean and negative exponential time 
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an average that can be chosen from many factors.[11]The sessions are generated asTCP 

or UDP according to a specified probability. The packets from UDP sessions 

are generated deterministically, whereas the generation of packets from TCP 

sessions is governed by a protocol based on a TCP sliding window protocol, but 

has not been implemented in full detail. First a full data of window is sent (the 

window is set to a default value) and every other packet is sent after an arrival 

of ACK from the receiver. The packets are being retransmitted if an ACK has 

not been received within a fixed time interval. The packets from a session are of 

fixed length, which are selected from a given range. 

The simulator gives results for the mean rate and the peak rate of the carried 

IP traffic on ATM link as a function of BER, as well as, for the distribution of IP 

packet lengths of the offered traffic, which is needed for the input of the analytical 

model. The results in Table 1 are obtained for access with an average arrival equal to 50 times per second; 90%

 of them are TCP and 10% are UDP. Standard values of the average value give values 

in the range of (1.58%,9.38%) according to the results obtained by the simulator. 

Measurement of the maximum model according to the results obtained from the results are in the range of (1.2

8%, 9.08%). For 𝐵𝐸𝑅 >  10−6 the average value difference is recorded more than 1.28% 

and the maximum difference is more than 9.08%. 

TABLE - 1 

BER 
MEAN  
An 

MEAN 
Sim An/Sim% 

PEAK  
An 

PEAK 
Sim An/Sim% 

  Mbps Mbps 
 

Mbps Mbps 
  10 1.985 1.659 1.58 2.008 1.656 1.28 

9 1.985 1.659 1.58 2.008 1.656 1.28 
8 1.985 1.659 1.58 2.008 1.656 1.28 
7 1.986 1.660 1.61 2.009 1.657 1.31 
   6 1.992 1.662 1.67 2.015 1.659 1.37 
5 1.999 1.667 1.91 2.022 1.664 1.61 
4 2.05 1.696 3.04 2.073 1.693 2.74 
3 2.122 1.743 4.30 2.145 1.740 4.00 
2 2.834 2.102 6.65 2.857 2.099 6.35 
1 4.250 3.590 9.38 4.273 3.587 9.08 
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6 Conclusion 

The integration of Internet Protocol into ATM networks in the Bundelkhand region has been instrumental in 

enabling seamless communication and data exchange. Through the use of IP addressing, routing, QoS 

parameters, and security measures, these networks have become a cornerstone of modern connectivity. As 

technology advances, it is imperative that the network infrastructure in Bundelkhand continues to evolve to 

meet the ever-growing demands of the digital age. 

In this paper we describe a mathematical model that demonstrates the aggregation of multiple TCP/IP connecti

ons entering the ATM backbone into a form suitable for the ATM sizing process 

Details For example, we model IP traffic collected over ATM characterized by the three values 

of Gu'erin et al. connection as "bulk IP call". model 

, which is [4]: mean value, maximum and mean burst duration. . 

This allows us to calculate the bandwidth value of "bulk IP calls" and then use that for ATM network growth. 

We created a simulation model to validate the model. Simulation results show that our mathematical model can

 very well represent the impact of the cell loss cause (i.e., a bit error) on the performance of IP traffic in ATM 

hands. The success of this approach demonstrates that we can convert IP traffic measurement data into the mob

ile phone equivalent for direct application in the ATM measurement system. 

Challenges and Future Developments Despite the robustness of ATM networks, they face challenges in the 

form of scalability and compatibility with emerging technologies. As the demand for higher bandwidth and 

more advanced applications continues to grow, the Bundelkhand region, like the rest of the world, will need to 

adapt and evolve its network infrastructure 

Future work will include the development of tools to implement the ATM network optimization design process

 described in this article. 
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