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Abstract: Technology is emerging day by day. This emerging technology is creating zeta-bytes of data. The data created is not a 

waste, it’s a fuel for the technology to help in evolving and bringing more advanced technologies. The 90% of today’s data is created 

in the last couple of years and this trend will go on in the coming future. Sustainable computing studies in the information technology 

sector tell about the various methods by which computer engineers and scientists design various computers and their associated 

subsystems efficiently and effectively so that it has minimal bad effect over the environment. Current intelligent Machine learning 

systems today are only focusing over accurate prediction and classification of the data based over the training data set. Most of the 

machine learning algorithms are costly to operate in finding the accurate classification of the data. With the learning in the large 

data set the number of nodes within the network increases significantly, which results in exponential rise in computational 

complexities. This paper reviews the theoretical and practical data modelling techniques in large scale data intensive fields relating 

to model efficiency in large data sets and structure new algorithmic approaches that takes least memory in use and also processes to 

minimize computational cost while maintaining classification and prediction accuracy. 
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I. INTRODUCTION 

 

Since stone age, humans are inventing tools and machines to accomplish their tasks and to increase their efficiency. As the human 

brain is evolving so are the machines, in older times machines and tools were simple to use and were easily designed. But now in this 

modern era machines are designed in more complicated manner with the help of chips and smart processors. Machines are further 

divided in software and the hardware. As the designs are getting complicated machines are becoming more human friendly as they 

are easy to use and carry. Some machines require only mechanical parts because they are used to carry out heavy tasks but some 

machines require both hardware and software to work. Now days or according to the future requirements there is a need that machines 

need to be developed in efficient intelligent models to cope with advancements that will happen in future as well as the energy saving 

needs as energy efficient devices will take over the market in future. Such energy efficient oriented data modelling will affect a large 

data modelling algorithms and the industries associated with such data modelling techniques. Coming back to Machine learning, this 

technology is highly dependable over large data sets, which can be from various fields such as biology, geography, accounts, physics 

and many more. Every day new algorithms are  being introduced in the field of Machine learning, this is why the old research papers 

on this topic seems some what old or little bit outdated. The large data sets that are evaluated for the machine learning are related to 

the real world phenomenon. These real world phenomenon create two types of data sets basically known as training data set and the 

test data set. The big data evaluation can be made easy by the machine learning technology, that will provide lots of latest algorithms 

to work upon. Machine learning algorithms are not easy to understand but their predictions and results can be evaluated by any non 

technical person. A professional machine learning programmer can write and understand the codes as well as the data sets available 

for evaluation. The results generated by the machine learning algorithms can be favorable for the real world problems that may further 

help to make easy predictions. 
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II. MACHINE LEARNING TO MAKE MACHINES LEARN 

 

Machine learning research in today’s era is conducted in a way that it impacts whole world. The results generated by the algorithms 

is impacting day to day life of a common person on this planet. Machine learning comprises of both theory and practical knowledge 

over data. For developing algorithms so that machines can learn both theory and practical work should be done simultaneously, 

both are important aspects for a good algorithm. The researchers claiming theory versus practical in terms of Machine learning 

can’t be relied upon according to the present scenario of machine learning. These types of research does not affect Machine learning 

at a large point but if they are not eliminated they can have a bad effect over the results as well as the data. The use of old dataset 

for the algorithm makes machines to learn easily as well as reduces the machines load. There are many algorithms that can work 

on old datasets of other algorithms which reduces machines load and the machines are also aware of the data so they work fast and 

hence reduce energy. The very first step is to collect the data required for your algorithms, the data should be errorless, with no 

empty cells, with no duplicates. If the data collected contains any one of the above mentioned faults, then the very first task is to 

clean the data, fill the empty cells, remove the duplicate entries so that algorithms work on exact data. Now for the machines to 

learn itself an algorithm is required that will feed the dataset into the machines. Accuracy of algorithms depends on the dataset. 

Algorithms may malfunction if the dataset is not up to date or has some sort of error. Algorithms once implemented in the machines 

will make machines smarter and by the time machines will go on learning new data everyday and will itself keep increasing its 

knowledge. Every time that installed algorithm  is used in the machine it will gain more data that will help it in increasing its 

knowledge. More the dealing with the data more the smarter is the machine. To make machines learn a correct combination of 

dataset with a good algorithm is a must. Even a slight error in algorithm or in the dataset will not make machines smart, enfact it 

can alter the functioning of the machine 

 

III. FOCUS ON BENCHMARK DATASETS 

Machine learning totally depends upon a good algorithm and a good dataset. Algorithm plays around 40% role in machine learning 

and dataset performs 60% role. An error in algorithm can be corrected at any stage but same is not the case for the dataset. Algorithm 

is the way or the path through which data will be sent in the machine to make machines learn and make them smart. The data is the 

oil on which machine learning algorithms work. An error or duplicacy or empty data cells can cause error in the functioning of the 

algorithm. Dataset with a good and relevant information is very much needed in machine learning algorithms. A dataset can contain 

thousands of pictures or videos or MS excel sheets with large sets of information. Dataset should contain many photos of a single 

object taken from every side and angle. Similar is the case for MS excel sheets used here, consider a case where a machine learning 

algorithm is to be used to predict the price of a property. So the MS excel sheet will contain some parameters on which the price of 

the property will be predicted and further those several entries will have thousands of entries in each column. These thousands of 

entries play a vital role in making machines smarter. These thousands of entries are the various categories through which a single 

parameter can be judged through different scenarios or situations. 
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IV. FOCUS ON EXTRACTION OF DATA 

 

The large datasets provided to the machine via algorithms are of no use until the algorithm extracts the meaningful trends from the 

datasets. The meaningful trends are the useful information taken out from the data. The machine learning algorithms need good 

quality of complete dataset to work correctly and predict the future of some scenarios. The extraction of data can be done by deeply 

studying the data and understanding the trends hidden so that the results can be predicted correctly. Its very easy to download the 

dataset or create a dataset but even some little errors will bring out other results, that is it’s a very sensitive content for the machine 

learning algorithm. Suppose there is a dataset for the closed eyes and there are by mistake some open eyes pictures are added then 

there creates a scenario that machine may get confused between these two and algorithm may predict or bring out faulty results and 

the root cause is the wrong extraction of information from the dataset as the information in the dataset is also wrong. As told above 

dataset is the oil, it is the most precious element for the algorithms to work smoothly and correctly. Extraction of information from 

the raw data is a very old traditional technology in the computer world, similarly the machine learning algorithms extract information 

as per the need and work according to the information gathered from the data set. 

 

V. BIG DATA EVALUATION BY MACHINE LEARNING ALGORITHM 

 

The learnings in machines can be of various types such as representation learning, deep learning, distributed and parallel learning, 

transfer learning, active learning, kernel based learning which are broadly known as the machine learning. The machine learning 

algorithm is basically divided into three sub-domains namely supervised learning, unsupervised learning and reinforcement learning. 

Among all the learning methods the deep learning is considered the best and most in the machine learning algorithms. Deep learning 

broadly uses two types of learnings to evaluate big data namely the supervised and unsupervised learning. The big data consists of 

more complicated hierarchically launched statistical patterns of inputs to achieve new information of greater discoveries predicting 

about the data. Although big data is often used in machine learning still it encounters lot of challenges while making machines learn. 

From the name it is very obvious that the big data consists of large volume of data which is a big issue for the machine learning 

algorithms to handle. According to a report Google handles around 24 petabytes of data on daily basis, but if we take other sources 

then the data becomes more large. There is no doubt that today there is voluminous data around us in the world created every minute 

and with the increase in data, it is becoming difficult to create such algorithms which can handle large amounts of data with ease 

and even demand of such machines which have good hardware strengths to handle large amount of data. In big organizations data 

to be handled by them is increasing from petabytes to exabytes. Due to this scenario the demand for the machines with good storage 

and a central processor to handle data easily is increasing day by day. This problem of handling big data can be solved by 

implementing distributed frameworks with parallel computing should be preferred. Nowadays alternating direction method of 

multipliers is serving as a promising computing framework to develop distributed, scalable online convex optimization algorithms 

is well suited to accomplish parallel and distributed large scale data processing. The key merits of ADMM is its ability to split or 

decouple multiple variables in optimization problems which helps us to find a solution to a large scale global optimization problem 

by coordinating solutions to smaller sub problems. The challenges related to large amount data handling can also be handled by 

implementing some practicable parallel programming methods which can be proposed and applied to learning algorithms which can 

easily deal with large volumes of data. Suppose there is a large amount of data for the machine learning algorithm to read so the 

very first task for the machine will be to read and access the whole given data at a very fast speed, as today’s era is of fast moving 

technology. The data accessing speed of algorithm should be high so that the data processing can start in no time after reading. The 

velocity by which the data will be read should be good as all the further processes depend upon the data as read and understood by 
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the machine. To handle such problems of the algorithm various learning methods can be implemented that can increase the speed of 

data accessing such as online learning approach. It’s a well established learning method whose strategy is to learn one instance at a 

time instead of forming a batch of data in one instance. It is tested that this method of learning has increased the speed of data 

accessing and reduced the time. Another issue is the trust over data. The website or the source of the data cannot be trusted every 

time, thus the data on which your algorithm will run can come in the category of faulty or corrupt files. The solution for such kind 

of problems is to take data from the trusted sources. Trusted sources means official websites, official data warehouses or if taking 

from any person then he should be the authorized person to hold the dataset. Lastly the data chosen for the algorithm should be 

related to the tasks to be done by the algorithm, dataset should not be away from the algorithm’s work. Similarly the data fed to the 

algorithm for a single task should not be of different varieties. A single dataset should be provided at a time for testing and training, 

different datasets from different sources should not be taken altogether to train the machine. Although lots and lots of data is essential 

to make machines smart but not altogether, it should be given sequence wise that is one dataset at a time. 

 

VI. SCOPE OF MY STUDY 

 
Machine learning is no doubt the most trending and demanded topic of today’s time. Its making today’s machines intelligent on 

their own. The machines that will be made in future will also be enabled with machine learning algorithms. With the advancement 

in technology dependence of humans over machines will keep on increasing and humans will demand of more intelligent machines 

that will reduce human involvement while machines work. The smart machines will be needed everywhere in business organizations, 

houses, corporate sectors, banks, hospitals that will reduce human efforts and make tasks easy and fast. As the technology is moving 

towards artificial intelligence and machine learning more job opportunities will come in this sector. Technology such as machine 

learning is showing good results in the machines it is installed so human dependence on such machines has to increase automatically. 

Many surveys and reports have shown that there is a huge difference between the predictions of the simple machines and of those 

machines which have machine learning algorithms installed in it. According to my study more and more machine learning algorithms 

enabled machines should be made in every sector so that the sector works efficiently and less human interaction with machines is 

made making machines smart and intelligent. 

 

VII. CONCLUSION 

 
The extensive techniques of mining data to make machines smart is the main motive of machine learning. The algorithms are 

designed in such a way that they read the dataset and extract a good set of information hidden in it to make machines think and take 

decisions on their own. In order to make machine learning the best technology its algorithms must be designed in such a way that 

they can read data at a very fast speed and make the further tasks take less time than usually they take. Artificial intelligence is a 

broad category under which comes machine learning and data science. AI makes the machines human like intelligent but with help 

of knowledge that is created artificially and machine learning contributes to it with the help of algorithms those are giving data to 

machines and making them learn. Machine learning will keep on evolving in the coming times as this technology is seen with the 

best one for machines at least for today and in the near future. In today’s era business organizations, households, hospitals, banks 

are normally using machine learning technologies to make their daily tasks easy and fast. With some changes machine learning 

technology will keep on growing and will keep on advancing so that the future of humans with machines can be interactive and 

interesting. 
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