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Abstract:
We live in the information era in which database size become massive due to the digital and technology revolution. Therefore, we introduce a new Enhanced hybrid algorithm which integrates the advantages of rough set theory and fuzzy set theory together with Genetic Algorithms (GAs). Our Model consists of four phases: (1) automatic attributes fuzzification, (2) Eliminate redundant attributes using rough set theory, (3) Generating Fuzzy rough rules then calculate automatically the accuracy and a fitness value (Confidence) for each rule, (4) Using the genetic algorithm for the Fuzzy rough rules to enhance their accuracy. In phase one, the user input the number of fuzzy sets of each attributes, the algorithm determine the maximum and minimum values of each attribute then calculates automatically the width (Δ) which divides the universe of discourse of each attribute into “n” intervals according to the number of fuzzy sets, after that calculates automatically the width (δi) according to the width (Δ): In phase two; the rough set techniques used to reduce the number of attributes that comes from phase one and produce fuzzy-rough rules. In phase three, the algorithm calculates the accuracy and the confidence (fitness value) of each fuzzy rough rule and calculates the total accuracy of all linguistic rules. In phase four, the genetic algorithm is running on the fuzzy-rough rules from phase three then it calculates the accuracy and the confidence of the new fuzzy rough rule again and calculates the total the accuracy of all rules. The accuracy of our algorithm that applied on Iris plants dataset before using our genetic algorithm from randomly 75 rows from 150 rows is 0.56 but after using our algorithm will be 0.95.

Index Terms - Genetic algorithm, Fuzzy logic, Rough set, Accuracy, Automated Fuzzy - Based Rough Decision model.

1. Introduction
Fuzzy rough decision models have been appeared in various recent researches due to its efficacy in generating potential decision rules especially in the cases of incomplete quantitative data sets. Genetic algorithms (GAs) have been proposed by various researches for tuning the rules obtained by such decision making models. However, the accuracy and simplicity of such models remains a research problem of such models that need further research. Rough sets theory was developed by Pawlak in the early 1980's [16, 18, 25, 26] and has been applied successfully in a lot of domains. One of the major limitations of the traditional rough sets model is that it assumes that all attribute values are discrete. A real world data set always contains mixed types of data such as continuous valued, symbolic data, etc. Therefore all numerical or continuous data should convert to discretized data, here “Fuzzy Logic” can solve this problem to reduce information overload in a Fuzzy-Based Rough Decision Model [5, 7, 9, 11, 15, 19]. One drawback of traditional Fuzzy-Based Rough Decision Model is that the linguistic values (fuzzy sets) for numeric values of each attribute should determining by the membership functions of these linguistic terms which the user should define the parameters of those membership functions from his view which is different from one user to another. Therefore, we introduce a new automated Fuzzy-Based Rough Decision Model algorithm that can define those parameters automatically which h the user determine only the number of fuzzy sets then the algorithm automatically determine the maximum and minimum values of each attribute and calculates automatically the width (Δ) that divides the universe of discourse of each attribute into “n” intervals according to the number of fuzzy sets then the algorithm calculates automatically the width (δi) according to the width (Δ). Another drawback of the traditional rough sets model in the real applications is the inefficiency in the computation of core and reduct, because all the intensive computational operations are performed in flat files [1, 4, 14, 23]. In order to improve the efficiency of computing core attributes and reducts, a New Rough Sets Model Based on Database Systems has been introduced for this purpose [Hu, X., Lin, T., 2004], which redefine the core attributes and reducts.
based on relational algebra to take advantages of the very efficient set-oriented database operations, such as Cardinality to denote the count and Projection.

The paper is organized as follows: We give an overview of the genetic algorithm in section 2, and give an overview of the rough set theory based on the model proposed by Pawlak [25, 26] with some examples, also give an overview of the fuzzy set theory. In section 3, we propose a new automated Fuzzy-Based Rough algorithm that can define the parameters of membership functions of linguistic values automatically. After that, we generate fuzzy rules. Finally, we use the genetic algorithm on the fuzzy rules that generate other efficient fuzzy rules in accuracy. In the same section, we explain the contributions of our model. Finally, we conclude with some discussions and our future works in Section 4 and section 5.

2. Basic Concepts

2.1. Genetic algorithm (GA)

Genetic algorithms are used as a machine learning tool for generating (evolving) a rule-based classification system [33]. A genetic algorithm randomly generates a pre-specified number of fuzzy rules [34, 35], which each rule set can be represented as a bit string. Thus a population of individuals corresponds to a single rule set. GA has a list of parameters that are included in the GA adaptation file as inputs and outputs parameters. The first input parameter of GA is fitness value, which be evaluated for any population of individuals. The fitness parameter assigned the value of the highest fitness value of any population member from the most recent generation. The GA uses two basic operations which are the mutation and the crossover. After implementing this stage it will yield a list of rules are generating [36, 37].

2.1.1. The Basic algorithm:

Initialize population $P_i$ randomly

For $i=1$ to max generations

Evaluate fitness of individuals of population $P_i$

Repeat

Select parents from $P_i$ for reproduction

Perform crossover on parents creating $P_{i+1}$

Perform mutation of $P_{i+1}$

Evaluate fitness of individuals of population $P_{i+1}$

Until best individual is good enough

2.1.2. Chromosome ("individual") representation

Each fuzzy set represented by integer number forming a gene on chromosome (individual) of fixed length that forms a population of fixed number of chromosomes

2.1.3. Selection Methods

The essential idea of a selection is that select the best individuals (candidate solutions) of the population to breed a new generation. The selection of the best individuals depends on their fitness

2.1.4. Crossover (recombination) operator

The crossover (or recombination) operator essentially swaps genetic material between two selected individuals from the population, called parent individuals

Child 1

2 2 3 4

Child 2

4 2 3 1 2

Crossover:

2 2 3 4

4 2 3 1 2

Child 2*

4 2 3 1 2

Child 1

2 2 3 4

2.1.5. Mutation (bits flipped) operator

Mutation is an operator that acts on a single individual at a time. It usually applied with a small probability, typically much smaller than the crossover probability. Unlike crossover, which recombine genetic material between two or more parents, mutation replace (or flip) the value of a gene (a bit) with a randomly-generated value

Evaluate fitness of individuals of population, and then the above generational operators are repeated until a fitness condition has been reached.

2.2. Rough set theory (RST)

Rough set theory was developed by Pawlak in the early 1980's [8, 16, 18, 26] and has been successfully applied to knowledge acquisition as a powerful tool for data mining, decision analysis and forecast, knowledge discovery from database, and decision support system. The starting point of rough set is a dataset, which is usually organized into a table, and it is called information systems. In rough sets theory, the data is collected in a table, called decision table (or table in the database term) as shown in Table 1. We also assume that our data set is stored in a relational table with the form Table (condition-attributes, decision-attributes). $C$ is used to denote the condition attributes, $D$ for decision attributes, where, $C \cap D = \Phi$. The main idea of rough set theory is based on the indiscernibility relation $[x]e$ (equivalence classes).
Definition 2.2.1 Let \( T = (U, A) \) be an information table with any set \( B \subseteq A \) and \( X \subseteq U \). We can approximate \( X \) using only the information contained in \( B \) by constructing the \textit{R-lower} approximations of \( X \) that contain all objects in equivalence classes that “surely belong to \( X \)” denoted by \( RX \)

\[
RX = \{ x \mid [x]_R \subseteq X \}
\]

Definition 2.2.2 Let \( T = (U, A) \) be an information table with any set \( B \subseteq A \) and \( X \subseteq U \). We can approximate \( X \) using only the information contained in \( B \) by constructing the \textit{R-upper} approximations of \( X \) that contain all objects in equivalence classes that “may belong to \( X \)” denoted by \( \bar{RX} \)

\[
\bar{RX} = \{ x \mid [x]_R \cap X \neq \phi \}
\]

Definition 2.2.3 The boundary area is the difference between the upper approximation and the lower approximation where:

\[
BND(X) = \bar{RX} - RX
\]

The set \( X \) is said to be rough (inexact) if its boundary region is non-empty, otherwise the set is crisp or exact [16, 18]

Example 2.2.1

In table 1, as a dataset in (X.Hu, T.Lin, and J.Han.2004) [6] we have a collection of 8 cars (\( t_1, t_2, …, t_8 \)) with information about the attributes \( Door, Size, Cylinder \) and \( Mileage \), where \( Door, Size \) and \( Cylinder \) are the condition attributes and \( Mileage \) is the decision attribute. The attribute Tuple-id is just for explanation purpose and can be ignored. We can calculate the elementary sets, lower and upper approximations as follows:

The indiscernibility Relation of \( C \):

\[ IND(R) = IND(\{Door, Size, Cylinder\}) \]

\[
[X]_R = \{ [t_1], [t_2, t_7], [t_3, t_5, t_6], [t_4], [t_8] \}
\]

Let \( D_1 = \{ x \mid \text{Mileage}(x) = \text{high} \} \), then: \( Y_1 = \{ t_1, t_3, t_6 \} \), lower approximation \( = \{ X_1 \} = \{ t_1 \} \), upper approximation \( = \{ X_1 \cup X_3 \} = \{ t_1, t_3, t_5, t_6 \} \)

Let \( D_2 = \{ x \mid \text{Mileage}(x) = \text{low} \} \), then: \( Y_2 = \{ t_2, t_4, t_5, t_7, t_8 \} \), lower approximation \( = \{ X_2 \cup X_4 \cup X_5 \} = \{ t_2, t_4, t_7, t_8 \} \), upper approximation \( = \{ X_2 \cup X_2 \cup X_3 \} = \{ t_2, t_3, t_4, t_5, t_6, t_7, t_8 \} \)

Boundary \( CID = \{ t_3, t_5, t_6 \} \)

This table is called “inconsistent table” that contains entities with the same condition attribute values but with different decision attribute values. Therefore, only 5 of 8 cars \( t_1, t_2, t_4, t_7, t_8 \) belong to the lower approximation of \( D \) based on \( C \), while 3 of 8 cars fall in the boundary area. This fact indicates that the information of \( Door, Size \) and \( Cylinder \) collected so far is not consistent, for it is only good enough to make a classification model for the above five cars, but not enough to classify other three. In order to classify \( t_3, t_5 \) and \( t_6 \), more information is needed.

Example 2.2.2

In table 2, a new condition attribute, which is a \( Weight \) of cars, is added and collect information on for each car [6]. To classify the tuples in the boundary area, with the condition attributes set \( C = \{ Weight, Door, Size, Cylinder \} \), we can calculate the lower, upper approximations and boundary area as below:

The indiscernibility Relation of \( C \):

\[ IND(R) = IND(\{Weight, Door, Size, Cylinder\}) \]

\[
[X]_R = \{ [t_1], [t_2], [t_3], [t_4], [t_5], [t_6], [t_7], [t_8] \}
\]

Let \( D_1 = \{ x \mid \text{Mileage}(x) = \text{high} \} \), then: \( Y_1 = \{ t_1, t_3, t_6 \} \), lower approximation \( = \{ t_1, t_3, t_6 \} \), upper approximation \( = \{ t_1, t_3, t_6 \} \)

Let \( D_2 = \{ x \mid \text{Mileage}(x) = \text{low} \} \), then: \( Y_2 = \{ t_2, t_4, t_5, t_7, t_8 \} \), lower approximation \( = \{ t_2, t_4, t_5, t_7, t_8 \} \), upper approximation \( = \{ t_2, t_4, t_5, t_7, t_8 \} \)

Boundary \( CID = \phi \)

From above, one can see, this table is “consistent table”.

2.3. Fuzzy Logic (FL)

Fuzzy logic was developed by Lotfi A. Zadah in the 1960’s [15, 17, 19, 30], which is an extension of conventional Boolean logic constructed to deal with imprecise information i.e., statements that are neither completely true nor completely false. Fuzzy logic works through the use of fuzzy sets (FS). A fuzzy set is a set whose boundaries are not clearly defined. We can define a subset \( A \) of a given universal set \( U \) (the universe of discourse) as containing all elements \( x \) of \( U \) for which the element \( x \) is member of a fuzzy set \( A \). Each
element belongs to a set A to a certain degree, called the degree of membership µ(A(x)). Typically represented by a real-valued number in the interval [0...1]. This is contrast with conventional, crisp sets, whose boundaries are clearly defined. Each element either belongs or does not belong to a crisp set. So in term of degree of membership, we can say that an object can belong to a crisp set with only one of two possible degree of membership: 0 or 1. Fuzzy logic can provide a great way to convert numerical and real-valued data into categorical data by using linguistic variables for numeric values and determining of membership functions of these linguistic terms.

Linguistic Variables (terms) can be defined over the domain of each attribute based on characteristics of that domain which take words as values like “hot, cold, small, medium, etc.” Each Linguistic Variable has a range of states called linguistic values, each of which is a fuzzy (linguistic) set defined over the same domain represented by its membership function this domain is called the universe of discourse of that linguistic variable.

3. Proposed model

3.1. Phase 1: Automated Attributes Fuzzification

Fuzzy logic can provide a great way to convert numerical and real-valued data into categorical data by using linguistic variables for numeric values and determining of membership functions of these linguistic terms which, every element in the universe of discourse is a member of the fuzzy set with some grade (degree of membership functions). The traditional Fuzzy-Based Rough Decision Model has a major limitation that linguistic values (fuzzy sets) for numeric values of each attribute should be determined by the membership functions of these linguistic terms which the user should define the parameters of membership functions of these linguistic values from his view which is different from one user to another. Therefore, we propose a new automated Fuzzy-Based Rough Decision Model algorithm which can define the parameters of membership functions of these linguistic values automatically that the user determine only the number of fuzzy sets (linguistic values) then the maximum and minimum values of each attribute are determined automatically then the algorithm calculates the width (Δ) that divides the universe of discourse “U” of each attribute into “n” intervals according to the number of fuzzy sets after that, the algorithm calculates automatically the width (δi) according to the width (Δ).

3.1.1. Triangular Membership function

Triangular (X; a, b, c) = \[
\begin{align*}
0 & \quad x \leq a \\
(x - a) / (b - a) & \quad a \leq x \leq b \\
(c - x) / (c - b) & \quad b \leq x \leq c \\
0 & \quad x \geq c
\end{align*}
\]

For “n” linguistic values (fuzzy sets) then the universe of discourse “U” which is the attribute divided into “n” intervals with the width between center bi and bi+1 (Δ) where:

$$\Delta = \frac{X_{\text{max}} - X_{\text{min}}}{n - 1}$$

with: X_{\text{min}} = X_{\text{min}} - D_1, X_{\text{max}} = X_{\text{max}} + D_2, and δi = (Δ+1) / 2

We can also calculate the parameters a, b and c by the following equations:

Ai = (ai, bi, ci)

bi = X_{\text{min}} + (i - 1) * Δ, ai = bi - δi, ci = bi + δi

Where:

Δ: the width between center bi and bi+1

X_{\text{min}}: the minimum value of the attribute

D1: the value subtracted from X_{\text{min}} to make it integer value

δi: the width between bi and ai, ci

3.1.2. Trapezoidal Membership function

Trapezoidal (X; a, b, c, d) = \[
\begin{align*}
0 & \quad x \leq a \\
(x - a) / (b - a) & \quad a \leq x \leq b \\
1 & \quad b \leq x \leq c \\
(d - x) / (d - c) & \quad c \leq x \leq d \\
0 & \quad x \geq d
\end{align*}
\]

For “n” linguistic values (fuzzy sets) then the universe of discourse “U” which is the attribute divided into “n” intervals with the width (Δ) where:

$$\Delta = \frac{X_{\text{max}} - X_{\text{min}}}{2n - 1}$$

with: X_{\text{min}} = X_{\text{min}} - D_1, X_{\text{max}} = X_{\text{max}} + D_2, and δi = (Δ+1) / 2

We can also calculate the parameters a, b, c and d by the following equations:

Ai = (ai, bi, ci, di)

bi = X_{\text{min}} + 2(1 - i) * Δ, ai = bi - δi, ci = bi + Δ, di = ci + δi

Where:

Δ: the width between bi and ci, and between ci and bi+1

X_{\text{max}}: the maximum value of the attribute

n: the number of linguistic values (fuzzy sets)

D2: the value added to X_{\text{max}} to make it integer value

D1: the value subtracted from X_{\text{min}} to make it integer value
δi: the width between bi and ai, and between ci and di

Example 3.1

Suppose we have the Iris plants dataset (150 records), with information about the attributes Sepal length (S_L) in cm, Sepal width (S_W) in cm, Petal length (P_L) in cm, Petal width (P_W) in cm and Class (RS) which contain three classes: iris Setosa, iris Versicolour and iris Virginica, where Sepal length, Sepal width, Petal length and Petal width are the condition attributes and Class is the decision attribute.

Suppose we choose "Triangular Membership function" to linguistic terms and define “3” fuzzy sets: Low, Medium and High. Therefore, to fuzzifying numerical data of attribute Sepal length (S_L), then:

\[
X_{\text{min}} = 4.3 \quad \text{and} \quad X_{\text{max}} = 7.9 \quad \text{So,} \quad D_1 = 1 \quad \text{and} \quad D_2 = 0.1 \quad \text{then:} \quad X_{\text{min}} = 3.3 \quad \text{and} \quad X_{\text{max}} = 8
\]

The width between bi and bi+1 is:

\[
\Delta = \frac{8 - 3.3}{(3 - 1)} = 2.35
\]

Then, \(\delta_1 = (2.35 + 1)/2 = 1.68\), therefore:

1- Fuzzy set A1 → Low, \(\delta_1 = 1.68\)
   \(b_1 = a_1 = 3.3, \quad c_1 = 4.98\)

2- Fuzzy set A2 → Medium, \(\delta_2 = 1.68\)
   \(b_2 = 5.65, \quad a_2 = 3.97, \quad c_2 = 7.33\)

3- Fuzzy set A3 → High, \(\delta_3 = 1.68\)
   \(b_3 = c_3 = 8, \quad a_3 = 6.32\)

Suppose we also choose "Triangular Membership function" to linguistic terms and define “3” fuzzy sets: Low, Medium and High. Therefore, to fuzzifying numerical data of attribute Sepal width (S_W), then:

\[
X_{\text{min}} = 2.2 \quad \text{and} \quad X_{\text{max}} = 4.4 \quad \text{So,} \quad D_1 = 0.2 \quad \text{and} \quad D_2 = 0.6 \quad \text{then:} \quad X_{\text{min}} = 2 \quad \text{and} \quad X_{\text{max}} = 5
\]

The width between bi and bi+1 is:

\[
\Delta = \frac{5 - 2}{(3 - 1)} = 1.5
\]

Then, \(\delta_1 = (1.5 + 1)/2 = 1.25\), therefore:

1- Fuzzy set A1 → Low, \(\delta_1 = 1.25\)
   \(b_1 = a_1 = 2, \quad c_1 = 3.25\)

2- Fuzzy set A2 → Medium, \(\delta_2 = 1.25\)
   \(b_2 = 3.5, \quad a_2 = 2.25, \quad c_2 = 4.75\)

3- Fuzzy set A3 → High, \(\delta_3 = 1.25\)
   \(b_3 = c_3 = 5, \quad a_3 = 3.75\)

Suppose we choose also choose "Triangular Membership function" and define “3” fuzzy sets: Low, Medium and High. Therefore, the algorithm fuzzifying numerical data of two attributes Petal length (P_L), Petal width (P_W) in the same manner.

Thus, after fuzzifying numerical data of the all four attributes, the result will be as shown in table 3.

Table 3: Iris data table after fuzzifying the four numerical attributes

<table>
<thead>
<tr>
<th>Sno</th>
<th>S_L</th>
<th>S_W</th>
<th>P_L</th>
<th>P_W</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>medium</td>
<td>medium</td>
<td>low</td>
<td>low</td>
<td>setosa</td>
</tr>
<tr>
<td>2</td>
<td>medium</td>
<td>medium</td>
<td>low</td>
<td>low</td>
<td>setosa</td>
</tr>
<tr>
<td>3</td>
<td>medium</td>
<td>medium</td>
<td>low</td>
<td>low</td>
<td>setosa</td>
</tr>
<tr>
<td>4</td>
<td>medium</td>
<td>medium</td>
<td>low</td>
<td>low</td>
<td>setosa</td>
</tr>
<tr>
<td>51</td>
<td>high</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>versicolor</td>
</tr>
<tr>
<td>52</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>versicolor</td>
</tr>
<tr>
<td>53</td>
<td>high</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>versicolor</td>
</tr>
<tr>
<td>101</td>
<td>medium</td>
<td>medium</td>
<td>high</td>
<td>high</td>
<td>virginica</td>
</tr>
<tr>
<td>102</td>
<td>medium</td>
<td>low</td>
<td>medium</td>
<td>medium</td>
<td>virginica</td>
</tr>
<tr>
<td>103</td>
<td>high</td>
<td>medium</td>
<td>high</td>
<td>medium</td>
<td>virginica</td>
</tr>
<tr>
<td>150</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>medium</td>
<td>virginica</td>
</tr>
</tbody>
</table>
Contribution 3.1

Before using our automated Fuzzy-Based Rough Decision Model algorithm on Iris plants dataset, the user should define the parameters of membership functions of these linguistic values from his view which is different from one user to another [11, 21, 31, 32], but by using the proposed automated algorithm the parameters of membership functions of these linguistic values defined automatically that the user determine only the number of fuzzy sets (linguistic values) which is three fuzzy sets in the example then the maximum and minimum values of each attribute are determined automatically after that, the algorithm calculates the width (Δ) that divides the universe of discourse “u” of each attribute into “n” intervals according to the number of fuzzy sets then calculates automatically the width (Δ) according to the width (Δ).

3.2. Phase 2: Eliminate Redundant Attributes using Rough Set Theory

There exist some limitations of traditional rough sets theory which restricts its suitability in practice [8, 14, 27, 28], one of which is the inefficiency in computation, which limits its suitability for large data sets in real-world applications. In order to find the reducts, core, and dispensable attributes, the rough sets model needs to construct all the equivalent classes based on the attribute values of the condition and decision attributes. This process is very time-consuming, and thus the model is very inefficient and infeasible, and doesn’t scale for large data set, which is very common in data mining applications [8, 14]. Further investigation of the problem reveals that most existing rough set models [1, 14, 31, 32] do not integrate with the relational database systems and a lot of computational intensive operations are performed in flat files rather than utilizing the high performance database set operations.

To overcome this problem, a New Rough Sets Model Based on Database Systems has been introduced [6, 14] for this purpose to redefine some concepts of rough set theory such as core attributes and reducts by using relational algebra so that the computation of core attributes and reducts can be performed with very efficient set-oriented database operations, such as the following relational algebra: Cardinality (Card) to denote the Count, and II for Projection operation.

Definition 3.2.1. An attribute \( C_j \in C \) is a core attribute [6] if it satisfies the following condition:

\[
\text{Card}(\Pi (C - C_j + D)) \neq \text{Card}(\Pi (C - C_j))
\]

where:

- \( C \): the cardinality to denote the count of attribute, \( \Pi \): Projection operation.
- \( C_j \): an attribute
- \( D \): a decision attribute

For example, in Table 2, it can be shown that

\[
\text{Card}(\Pi (C - C_j + D)) = \text{Card}(\Pi (\text{Door}, \text{Size}, \text{Cylinder}, \text{Mileage})) = 6, \quad \text{and} \quad \text{Card}(\Pi (C - C_j)) = \text{Card}(\Pi (\text{Door}, \text{Size}, \text{Cylinder})) = 5
\]

Therefore, the attribute Weight is a core attribute in \( C \) with respect to attribute Mileage.

Definition 3.2.2. An attribute \( C_j \in C \) is a dispensable attribute [6] in \( C \) with respect to \( D \), if the classification result of each tuple is not affected without using \( C_j \), that is,

\[
\text{Card}(\Pi (C - C_j + D)) = \text{Card}(\Pi (C - C_j))
\]

For example, in Table 2, it can be shown that

\[
\text{Card}(\Pi (C - C_j + D)) = \text{Card}(\Pi (\text{Weight}, \text{Size}, \text{Cylinder}, \text{Mileage})) = 6, \quad \text{and} \quad \text{Card}(\Pi (C - C_j)) = \text{Card}(\Pi (\text{Weight}, \text{Size}, \text{Cylinder})) = 6
\]

Thus, Door is a dispensable attribute in \( C \) with respect to attribute Mileage.

3.3. Phase 3: Generating Fuzzy Rough Rules and Computation of Accuracy and Confidence values

3.3.1. Generating Fuzzy Rough Rules

After Fuzzifying original information system and determining the reduct attributes we can get decision rules which help decision maker to take the proper decision. We use a new algorithm for extracting fuzzy rough rules from fuzzy table using SQL statements as following:

1- Create temp table

```
SELECT CURR_REDUCT, D
INTO TMP_TBL
FROM T
```

2- Get equivalence classes for current reduct

```
SELECT CURR_REDUCT
FROM TMP_TBL
GROUP BY CURR_REDUCT
```

3- Get decision rule for each equivalence classes

```
SELECT DISTINCT D,
FROM TMP_TBL,
WHERE X1 = Y1 AND X2 = Y2 AND …. Xn = Yn
```

We choose a number of records that the algorithm randomly generates the fuzzy rules from them. So, the remaining records will be the test records that calculate the accuracy of those fuzzy rules. After that the algorithm generates a list of Reducts for table 3, we can easily select Class (RS) attribute as a decision attribute then the reduct attributes in table 3 will be same four condition attributes \( S_L, S_W, P_L \) and \( P_W \).
Suppose we choose randomly 75 rows from 150 rows then the algorithm generates 12 fuzzy rules from those records using triangular membership functions as following:

S_L is 'High' And S_W is 'Medium' And P_L is 'High' And P_W is 'High' ===> RS is virginica
S_L is 'High' And S_W is 'Medium' And P_L is 'High' And P_W is 'Medium' ===> RS is virginica
S_L is 'High' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'Medium' ====> RS is virginica
S_L is 'High' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'Medium' ====> RS is versicolor
S_L is 'Low' And S_W is 'Medium' And P_L is 'Low' And P_W is 'Low' ====> RS is setosa
S_L is 'Medium' And S_W is 'High' And P_L is 'Low' And P_W is 'Low' ====> RS is setosa
S_L is 'Medium' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'High' ====> RS is virignica
S_L is 'Medium' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'Medium' ====> RS is versicolor OR virginica
S_L is 'Medium' And S_W is 'Low' And P_L is 'Medium' And P_W is 'Low' ====> RS is versicolor OR virginica

3.3.2. Confidence (fitness) and support of each rule

In the field of data mining, two measures are often used to evaluate association rules, which are confidence and support.

1- Confidence (Aq → Cq) = \[ \frac{|D(Aq)\cap D(Cq)|}{|D(Aq)|} \] = \[ \sum \mu_{Aq}(x) \sum \mu_{Cq}(x) \]

2- Support (Aq→Cq) = \[ \frac{|D(Aq)\cap D(Cq)|}{|D|} \] = \[ \sum \mu_{Aq}(x) \mu_{Cq}(x) \]

Where,
Aq: the antecedent part of the rule
Cq: the consequent part of the rule
|D(Aq)| = |D(Cq)| : the cardinality of a fuzzy set
|D|: no of all patterns

For the pervious fuzzy rough rules that generated from table 3, the algorithm will automatically calculate the confidence and the accuracy of each fuzzy rough rule which the confidence calculated using the Average operator that takes the average confidence value of the fuzzy sets of each rule then it calculates the total accuracy of all rules as the following results in the table 4.

**Table 4: Confidence and Accuracy of each Fuzzy rough Rule before running Genetic algorithm**

<table>
<thead>
<tr>
<th>Fuzzy rules</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>R8</th>
<th>R9</th>
<th>R10</th>
<th>R11</th>
<th>R12</th>
<th>Total</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>frequency</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>28</td>
<td>1</td>
<td>15</td>
<td>7</td>
<td>75</td>
<td>56</td>
</tr>
<tr>
<td>Confidence</td>
<td>0.82</td>
<td>0.6</td>
<td>0.76</td>
<td>0.66</td>
<td>0.84</td>
<td>0.83</td>
<td>0.63</td>
<td>0.71</td>
<td>0.7</td>
<td>0.66</td>
<td>0.55</td>
<td>0.58</td>
<td>0.56</td>
<td>56</td>
</tr>
</tbody>
</table>

algorithm for the Fuzzy rough rules

The last phase is running the Genetic algorithm on the pervious fuzzy rough rules. We represent the three Fuzzy sets in each rule as a one chromosome with a number from 0 to 9. Suppose we represent each fuzzy set of the pervious fuzzy rough rules by integer number forming a gene on chromosome (individual) of fixed length that forms a population of fixed number of chromosomes as following:
1: Low, 2: Medium, 3: High, 0: Do not care

After that, we set the accuracy value condition that we need to reach. Suppose we set the accuracy value to be 95%

Then the algorithm generates another new 12 fuzzy rules using triangular membership functions as following:

S_L is 'High' And S_W is 'Medium' And P_L is 'High' And P_W is 'High' ===> RS is virginica
S_L is 'High' And S_W is 'Medium' And P_L is 'High' And P_W is 'Medium' ===> RS is virginica
S_L is 'High' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'Medium' ===> RS is virginica
S_L is 'High' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'Medium' ===> RS is versicolor
S_L is 'Low' And S_W is 'Medium' And P_L is 'Low' And P_W is 'Low' ===> RS is setosa
S_L is 'Medium' And S_W is 'High' And P_L is 'Low' And P_W is 'Low' ===> RS is setosa
S_L is 'Medium' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'High' ===> RS is virginica
S_L is 'Medium' And S_W is 'Medium' And P_L is 'Medium' And P_W is 'Medium' ===> RS is versicolor OR virginica
S_L is 'Medium' And S_W is 'Low' And P_L is 'Medium' And P_W is 'Low' ===> RS is versicolor OR virginica

- After that, the accuracy of those new 12 rules from randomly 75 rows from 150 rows will automatically calculated to be 0.95 instead of 0.56
- Suppose we choose randomly 100 rows from 150 rows, then the accuracy of those new 13 rules will automatically calculate to be 0.96 instead of 0.68
- Suppose we choose randomly 130 rows from 150 rows, then the accuracy of those new 14 rules will automatically calculate to be 0.95 instead of 0.7

The results of the three cases of Iris Dataset after running Genetic will be as following in the table 5:
3.5 The performance curve

The performance curve of values for maximum Accuracy for each generation of the running program can be represented by Figure 3.5 and 3.6.

![Figure 3.5: The performance curve of the Iris plants Dataset](image)

![Figure 3.6: The performance curve of the Data_User_Modeling_Dataset](image)

### Contribution 3.2

Our Genetic-Based Fuzzy Rough Decision Model algorithm is more efficient than the Traditional Genetic fuzzy and rough models [33, 35, 36, 37], because our algorithm calculates automatically the confidence (fitness) of each rule by using the Average operator that takes the...
average confidence value of the fuzzy sets of each rule. Then the algorithm also calculates automatically the accuracy of each fuzzy rule. Then, the rules that have a high accuracy are called Strong rules. After that, the algorithm using Genetic algorithm technique to generates another new fuzzy rules then it automatically calculates the accuracy of those rules which will be higher than the old rules before using Genetic algorithm.

4. Conclusion

Rough sets theory has been applied successfully in many disciplines. One of the major limitations of the traditional rough sets model is that it assumes that all attribute values are discrete. A real world data always contains mixed types of data such as continuous valued, symbolic data, etc. therefore all numerical or continuous data should converted to discretized data, here “Fuzzy Logic” can solve this problem to reduce information overload in a Fuzzy-Based Rough Decision Model.

One drawback of traditional Fuzzy-Based Rough Decision Model is that the linguistic values (fuzzy sets) for numerical values of each attribute has to be determining by the membership functions of these linguistic terms which, the user should define the parameters of membership functions of these linguistic values from his view which is different from one user to another. Therefore, we propose a new automated Fuzzy-Based Rough Decision Model algorithm that can define the parameters of membership functions of these linguistic values automatically by determine the number of fuzzy sets and the maximum and minimum values of each attribute then the algorithm finds the width ($\Delta$) that divides the universe of discourse “$U$” of each attribute into “$n$” intervals according to the number of fuzzy sets then the algorithm calculates automatically the width ($\delta i$) according to the width ($\Delta$).

Another drawback of the traditional rough sets model in the real applications is the inefficiency in the computation of core attributes and the generation of reducts. Most existing rough set models, do not integrate with database systems and a lot of computational intensive operations such as discernibility relations computation, core attributes search, reduct generation, and rule induction are performed on flat files, which limits their applicability for large datasets in data mining applications.

In order to improve the efficiency of computing core attributes and reducts, a New Rough Sets Model Based on Database Systems has been introduced for this purpose [Hu, X., Lin, T., 2004], which redefine the core attributes and reducts based on relational algebra such as Cardinality, Projection, and Selection and so on to take advantages of the very efficient set-oriented database operations.

Our algorithm automatically calculates the confidence (fitness) and the accuracy of each fuzzy rough rule then it calculates the total accuracy value of all linguistic rules.

After that, the algorithm using Genetic algorithm technique to generates another new fuzzy rules then it automatically calculates the accuracy of those rules which will be higher than the old rules before using Genetic algorithm.

5. Future work

Depending on the choice of parameters, association fuzzy rule algorithms can generate an extremely large number of rules which lead algorithms to suffer from long execution time and huge memory consumption, So we will propose a Top k Rules algorithm to discover the top-k rules before using Genetic algorithm which having the highest support and confidence, where k is set by the user. This algorithm discovers all rules that have a support and confidence respectively higher or equal to user-defined thresholds minimum support $\text{minsup}$ and minimum confidence $\text{minconf}$.
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