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ABSTRACT - The rate of people reading the 

books, newspaper etc... Are reducing day by day. 

Lack of time and lack of patience are the two main 

reasons behind it. Our project finds a remedy for 

this situation. The aim our project is reduces any 

contents which is given and automatically finds its 

summary and tells the whole summary of that 

content. 

The summary can be speak out using Text to 

Speech application and also it will be sent  to 

cloud. Like this any number of contents can be 

summarized and can be further summarized if they 

are almost similar contents and find the resultant 

summary. 
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I. INTRODUCTION 

Text Summarization deals with concise and 

compressed form of original documents[1][2][3]. 

There are several application areas of text 

summarization such as web mining,genere 

classification and search engines[4][5][6][7][8]. 

Techniques used for text summarization may be 

categorized as extractive and abstractive[1][3]. 

Extractive techniques generate summaries based on 

information units from original text such as 

sentences or paragraphs[1][3][5]. 

An important concern in extractive 

summarization is to select important sentences or 

paragraph[1][5][9][3]. Text summarization also 

known as document summarization helps to 

overcome information overload problem by 

providing more information content is less space[1]. 

Techniques for text summarization are broadly 

classified as extractive and abstractive. We focus on 

extractive techniques as they are more commonly 

used for generating text summaries. An important 

issue in extractive techniques is how to select 

importance sentences. One class of sentence 

selection approaches are based on notation of 

similarity. A particular approach in this regards is to 

select sentences based on their similarities with the 

topic[10]. The topic may be explicitly given or may 

be created or generated from the given text such as 

topic based on most frequent words appearing in the 

text[11]. 

The rate of people reading the books, 

newspaper etc... are reducing day by day .Lack of 

time and lack of patience are the two main reasons 

behind it. Our project finds a remedy for this 

situation. The aim our project is reduce any 
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contents which is given and automatically finds its 

summary and tell the whole summary of that 

content. Initially we give some content as input 

and it gets split into sentences and paragraphs and 

then calculates the intersection between every two 

sentences. The score will be calculated by 

calculating the sum of all its intersection by 

splitting the sentences into words and format the 

sentences. Bulid the summary by splitting the 

contents into paragraphs and get the best summary 

and get the best sentence from the paragraph. 

The summary can be speak out using Text to 

Speech application and also it will be sent to 

cloud.Like this any number of contents can be 

summarized and can be further summarized if they 

are almost similar contents and find the resultant 

summary. 

 
II. EXISTING SYSTEM 

The existing system focuses on the text 

summarization. Earlier, it was necessary to read 

the entire text in order to get its summary. The 

existing system had lots of disadvantage. One of 

the main disadvantage of the existing system is 

that it is really time consuming.Anthoer 

disadvantage is that the user must know how to 

read. The rate of people reading the books, 

newspaper etc... are reducing day by day. Lack of 

time and lack of patience are the two main reasons 

behind it. 

 
III. PROPOSED SYSTEM 

The proposed system is that it is time managing 

system and the user does not want to waste their 

time and effort in reading the content. Also, the user 

who don’t know how to read, can also understand 

the content as they can hear the voice playback of 

the final summary. Along with that they can read 

the summary and send via telegram. It requires less 

human effort. Techniques used for text 

summarization may be categorized as extractive and 

abstractive. Extractive techniques generate 

summaries based on information units from original 

text such as sentences or paragraphs. 
 

 

 
 
 

 
 

 

 

 

Figure 1.BLOCK DIAGRAM WORKING 

 

IV. METHODOLOGY 

The requirement is to reduce the reduce any 

contents which is given and automatically finds its 

summary and tell the whole summary of that 

content. Initially we give some content as input 

and it gets split into sentences and paragraphs and 

then calculates the intersection between every two 

sentences. The score will be calculated by 

Split the content 

into sentence and 

paragraph 

 
Content and title 
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calculating the sum of all its intersection by 

splitting the sentences into words and format the 

sentences. Build the summary by splitting the 

contents into paragraphs and get the best 

summary and get the best sentence from the 

paragraph..The summary can be speak out using 

Text to Speech application and also it will be sent 

to cloud. Like this any number of contents can be 

summarized and can be further summarized if 

they are almost similar contents and find the 

resultant summary. The user does not want to 

waste their time and effort in reading the content. 

Also, the user who don’t know how to read, can 

also understand the content as they can hear the 

voice playback of the final summary. Along with 

that they can read the summary and send via 

telegram. 

 
V. CONCLUSION 

 
Text summarization aims to generate 

brief and compact form of original text 

documents. Techniques used for text 

summarization may be categorized as extractive 

and abstractive. Extractive techniques generate 

summaries based on information units from 

original text such as sentences or paragraphs. 

An important concern in extractive 

summarization is to select important sentences or 

paragraph. Text summarization also known as 

document summarization helps to overcome 

information overload problem by providing more 

information content is less space. Techniques for 

text summarization are broadly classified as 

extractive and abstractive. We focus on extractive 

techniques as they are more commonly used for 

generating text summaries. An important issue in 

extractive techniques is how to select importance 

sentences. One class of sentence selection 

approaches are based on notation of similarity.A 

particular approach in this regards is to select 

sentences based on their similarities with the 

topic. The topic may be explicitly given or may be 

created 

or generated from the given text such as topic based on 

most frequent words appearing in the text. 
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