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1.Abstract: 
MapReduce has become a major computing model for data 

intensive applications. Hadoop, an open source implementation of 

MapReduce, has been adopted by an increasingly growing user 

community. Cloud computing service providers such as Amazon 

EC2 Cloud offer the opportunities for Hadoop users to lease a 

certain amount of resources and pay for their use. However, a key 

challenge is that cloud service providers do not have a resource 

provisioning mechanism to satisfy user jobs with deadline 

requirements. Currently, it is solely the user’s responsibility to 

estimate the required amount of resources for running a job in the 

cloud. This paper presents a Hadoop job performance model that 

accurately estimates job completion time and further provisions the 

required amount of resources for a job to be completed within a 

deadline. The proposed model builds on historical job execution 

records and employs Locally Weighted Linear Regression (LWLR) 

technique to estimate the execution time of a job. Furthermore, it 

employs Lagrange Multipliers technique for resource provisioning 

to satisfy jobs with deadline requirements. The proposed model is 

initially evaluated on an in-house Hadoop cluster and subsequently 

evaluated in the Amazon EC2 Cloud. Experimental results show 

that the accuracy of the proposed model in job execution estimation 

is in the range of 94.97 and 95.51 percent, and jobs are completed 

within the required deadlines following on the resource 

provisioning scheme of the proposed model. 
 

INTRODUCTION: 

 

Many organizations are continuously collecting massive amounts of 

datasets from various sources such as the World Wide Web, sensor 

networks and social networks. The ability to perform scalable and 

timely analytics on these unstructured datasets is a high priority 

task for many enterprises. It has become difficult for traditional 

network storage and database systems to process these continuously 

growing 

datasets. Map Reduce [1], originally developed by Google, has 

become a major computing model in support of data intensive 

applications. It is a highly scalable, fault-tolerant and data parallel 

model that automatically distributes the data and parallelizes the 

computation across a cluster of computers [2]. Among its 

implementations such as Mars[3], Phoenix[4], Dryad[5] and 

Hadoop [6], Hadoop has received a wide uptake by the community 

due to its open source nature. Building on the HP model, this 

system presents an improved HP model for Hadoop job execution 

estimation and resource provisioning. The major objectives of the 

system are as follows: 

 

 The improved HP work mathematically models 

all the three core phases of a Hadoop job. In 

contrast, the HP work does not mathematically 

model the non-overlapping shuffle phase in the 

first wave. 

 The improved HP model employs locally 

weighted linear regression (LWLR) technique to 

estimate the execution time of a Hadoop job with 

a varied number of reduce tasks. In contrast, the 

HP model employs a simple linear regress 

technique for job execution estimation which 

restricts to a constant number of reduce tasks. 

 Based on job execution estimation, the improved 

HP model employs Lagrange Multiplier 

technique to provision the amount of resources 

for a Hadoop job to complete within a given 

deadline. 

 
SYSTEM DESIGN: 

 

 
Fig.1. Hadoop job execution flow. 

 
IMPLEMENTATION 

 

3.1Modeling Map Phase  

In this phase, a Hadoop job reads an input dataset from Hadoop 

Distributed File System (HDFS), splits the input dataset into 

data chunks based on a specified size and then passes the data 

chunks to a user-define map function. The map function 

processes the data chunks and produces a map output. The map 

output is called intermediate data 
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Modeling Shuffle Phase  

In this phase, a Hadoop job fetches the intermediate data, sorts it 

and copies it to one or more reducers. The shuffle tasks and sort 

tasks are performed simultaneously, therefore, we generally 

consider them as a shuffle phase. 

 

Modeling Reduce Phase 

In this phase, a job reads the sorted intermediate data as input and 

passes to a user-defined reduce function. The reduce function 

processes the intermediate data and produces a final output. In 

general, the reduce output is written back into the HDFS Job. 

 

Execution Estimation 

When a job processes an increasing size of an input dataset, the 

number of map tasks is proportionally increased while the number 

of reduce tasks is specified by a user in the configuration file. The 

number of reduce tasks can vary depending on user's 

configurations. When the number of reduce tasks is kept constant, 

the execution durations of both the shuffle tasks and the reduce 

tasks are linearly increased with the increasing size of the input 

dataset as considered in the HP model. This is because the volume 

of an intermediate data block equals to the total volume of the 

generated intermediate data divided by the number of reduce tasks. 

As a result, the volume of an intermediate data block is also linearly 

increased with the increasing size of the input dataset. However, 

when the number of reduce tasks varies, the execution durations of 

both the shuffle tasks and the reduce tasks are not linear to the 

increasing size of an input dataset. 

 
Resource Provisioning  

The improved HP model presented in Section III can estimate the 

execution time of a Hadoop job based on the job execution profile, 

allocated resources (i.e. map slots and reduce slots), and the size of 

an input dataset. The improved HP model is further enhanced to 

estimate the amount of resources for Hadoop jobs with deadline 

requirements.  

Consider a deadline for a job that is targeted at the lower bound of 

the execution time. To estimate the number of map slots and reduce 

slots, we consider the non-lapping map phase in the first wave, the 

map phase in other waves together with the overlapped shuffle 

phase in the first wave, the shuffle phase in other waves and the 

reduce phase. 

 

Existin PROPOSED SYSTEM: 

 

 Building on the HP model, this paper presents an 

improved HP model for Hadoop job execution estimation 

and resource provisioning. The major contributions of this 

paper are as follows 

 The improved HP work mathematically models all the 

three core phases of a Hadoop job. In contrast, the HP 

work does not mathematically model the non-overlapping 

shuffle phase in the first wave. 

 The improved HP model employs locally weighted linear 

regression (LWLR) technique to estimate the execution 

time of a Hadoop job with a varied number of reduce 

tasks. In contrast, the HP model employs a simple linear 

regress technique for job execution estimation which 

restricts to a constant number of reduce tasks. 

Based on job execution estimation, the improved HP model employs 

Lagrange Multiplier technique to provision the amount of resources 

for a Hadoop job to complete within a given deadline. 

 

ADVANTAGES OF PROPOSED SYSTEM: 

 

 The experimental results showed that the improved HP 

model outperforms both Starfish and the HP model in job 

execution estimation.  

 Similar to the HP model, the improved HP model 

provisions resources for Hadoop jobs with deadline 

requirements.  

The improved HP model is more economical in resource 

provisioning than the HP model. 

 

OUTPUT: 
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CONCLUSION: 

 

Running a MapReduce Hadoop job on a public cloud such as 

Amazon EC2 necessitates a performance model to estimate the job 

execution time and further to provision a certain amount of 

resources for the job to complete within a given deadline. This paper 

has presented an improved HP model to achieve this goal taking into 

account multiple waves of the shuffle phase of a Hadoop job. The 

improved HP model was initially evaluated on an in-house Hadoop 

cluster and subsequently evaluated on the EC2 Cloud. The 

experimental results showed that the improved HP model 

outperforms both Starfish and the HP model in job execution 

estimation. Similar to the HP model, the improved HP model 

provisions resources for Hadoop jobs with deadline requirements. 

However, the improved HP model is more economical in resource 

provisioning than the HP model. Both models over-provision 

resources for user jobs with large deadlines in the cases where VMs 

are configured with a large number of both map slots and reduce 

slots. One future work would be to consider dynamic overhead of 

the VMs involved in running the user jobs to minimize resource 

over-provisioning. Currently the improved HP model only considers 

individual Hadoop jobs without logical dependencies. Another 

future work will be to model multiple Hadoop jobs with execution 

conditions. 

 

 

FUTURE SCOPE: 

 

Running a MapReduce Hadoop job on a public cloud such as 

Amazon EC2 necessitates a performance model to estimate the job 

execution time and further to provision a certain amount of 

resources for the job 

to complete within a given deadline. It has presented an improved 

HP model to achieve this goal taking into account multiple waves of 

the shuffle phase of a Hadoop job. The improved HP model was 

initially 

evaluated on an in-house Hadoop cluster and subsequently evaluated 

on the EC2 Cloud. The experimental results showed that the 

improved HP model outperforms both Starfish and the HP model in 

job execution estimation. Similar to the HP model, the improved HP 
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model provisions resources for Hadoop jobs with deadline 

requirements. However, the improved HP model is more 

economical in resource provisioning than the HP model. Both 

models over-provision resources for user jobs with large deadlines 

in the cases 

 

where VMs are configured with a large number of both map slots 

and reduce slots. One future work would be to consider dynamic 

overhead of the VMs involved in running the user jobs to minimize 

resource over-provisioning. Currently the improved HP model only 

considers individual Hadoop jobs without logical dependencies. 
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