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Abstract
In this paper a novel Youla-Kucera parameterization based robust controller is designed using multi-objective dragonfly algorithm. The design approach is developed for SISO system and is implemented on servo system. The design approach developed achieves multiobjectives related to robustness and disturbance rejection.
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I. INTRODUCTION
In controller design, the Youla-Kucera Parameterization is useful as in it we can represent all the closed loop transfer functions in terms of Youla-Kucera parameter $Q$. This paper presents a methodology to address the problem of composite measure for multi-objective optimal performance of SISO systems. This technique solves $H_\infty$ and time domain characteristic constraints problems of SISO systems, simultaneously. We get desired optimal multi-objective performance in the presence of conflicting objectives.

II. YOULA-KUCERA PARAMETERIZATION OF STABILIZING CONTROLLERS
Consider the plant of order $n$ with $G_0(s)$ as nominal transfer function and the SISO feedback configuration as shown in the Figure 1[1].
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Figure 1: Control system consisting of a controller with fixed structure and a plant with model uncertainty
\[ G_0(s) = \frac{b_n}{a_n} \]  

Let \( a_n \) and \( b_n \) are coprime polynomials and \( \hat{C} \) is the proper stabilizing controller of order \( m \) with coprime polynomials \( \hat{x}_n \) and \( \hat{y}_n \) in a feedback framework,

\[ \hat{C}(s) = \frac{\hat{y}_n}{\hat{x}_n} \]  

The system be internally bounded-input bounded-output (BIBO) stable which can be attained by utilizing the Youla-Kucera parameterization of stabilizing controllers [2-4].

It follows from the YK parameterization that stabilizing controllers are parameterized as given by

\[ C(s) = \frac{\hat{y} - aQ}{\hat{x} - bQ} \]  

where, \( a = \frac{a_n}{a_d}, b = \frac{b_n}{a_d}, \hat{x} = \frac{\hat{x}_n}{x_d}, \hat{y} = \frac{\hat{y}_n}{x_d}, Q = \frac{\hat{q}_n}{q_d} \)  

\( a_d \) and \( x_d \) are two polynomials which form a polynomial \( a_d x_d \) so that \( \text{deg } a_d = n \) and \( \text{deg } x_d = m \). \( Q \) is an arbitrary proper stable rational parameter, so that polynomial \( \hat{q}_d \) is stable and polynomial \( \hat{q}_d \) has same or lower degree [5].

Polynomial YK parameters can be recovered from the controller polynomials via the following relation:

\[ \begin{bmatrix} q_n \\ q_d \end{bmatrix} = \begin{bmatrix} \hat{y}_n - \hat{x}_n \\ a_n b_n \end{bmatrix} \begin{bmatrix} x_n \\ y_n \end{bmatrix} \]  

YK parameters are polynomials.

III. OPTIMIZING CONTROLLER STRUCTURE WITH MULTI-OBJECTIVE OPTIMIZATION TECHNIQUE

Youla-Kucera can be used as structure of the controller which is then optimized with the multi-objective optimization technique. There is a trade-off between the controller order and the performance of the closed loop system. This multi-objective optimization problem gives a family of non-dominated or pareto optimal solutions. All the objective functions which the controller has to accomplished are contained in the evaluation function.
The performance evaluation function used in this work has seven objectives. The first two functions are the condition for robust stability of the control system and the condition for disturbance rejection of the control system which are the $H_\infty$ norm of the weighted complimentary sensitivity function and $H_\infty$ norm of the sensitivity function in polynomial systems, respectively. The sensitivity of the control system from output $z$ to the disturbance $d$ is characterized by closed loop sensitivity function $S$, [4], given by

$$ S = \frac{1}{1 + \frac{b_n y_n}{a_n x_n + b_n y_n}} $$

(6)

$H_\infty$ norm of the weighted sensitivity function $S$ is:

$$ \left\| S \right\|_\infty = \frac{a_n x_n}{\left\| W d_{d} a_n x_n + b_n y_n \right\|_\infty} $$

(7)

and complementary sensitivity function is $T$, is given by

$$ T = 1 - S = 1 - \frac{a_n x_n}{a_n x_n + b_n y_n} = \frac{b_n y_n}{a_n x_n + b_n y_n} $$

(8)

$H_\infty$ norm of the weighted complimentary sensitivity function $T$ is given by

$$ \left\| T \right\|_\infty = \frac{b_n y_n}{\left\| W m_{d} a_n x_n + b_n y_n \right\|_\infty} $$

(9)

In order to assure good time response performance, five-time domain objectives included are rise time, settling time, peak, overshoot, undershoot. The control problem is to design a controller, $C$, so that the resulting feedback system should have no undershoot, minimal undershoot, minimal settling time, minimal rise time, optimum peak and rejects the disturbance effectively.

IV. EXAMPLE

To illustrate the method, a detailed design example is presented. Consider the control system shown in the Figure 2. The model of the plant, servomotor taken from [6] is represented by the following transfer function

$$ G_0(s) = \frac{20}{s(s + 1)} $$

(10)
$G_0(s)$ is the nominal plant and $C(s, k)$ is the Youla-Kucera controller.

Let $b_1 = 1$,

Youla-Kucera parameter is taken as

$$q = \frac{a_1 s + a_0}{b_1 s^2 + b_2 s + b_d} \quad (11)$$

The vector $k$ of youla-kucera parameter is given by $k = [a_0, a_1, b_1, b_2]^T$ which is to be obtained solving the multi-objective optimization problem.

The Plant model, using multiplicative uncertainty is given by

$$G(s) = G_0(s)[1 + \Delta(s)W_m(s)] \quad (12)$$

where, $G_0(s)$ is the nominal transfer function of the plant, the plant perturbation $\Delta(s)$ is assumed to be stable but uncertain, where the weighting function $W_m(s)$ is stable and known.

The multiplicative uncertainty $W_m(s)$ for robustness is taken as [7]:

$$W_m(s) = \frac{0.1}{s^3 + 0.1s + 10} \quad (13)$$

First objective function $f_1$ for robust stability in multi-objective optimization is

$$f_1 = \left\| W_m \frac{b_n y_n}{a_n x_n + b_n y_n} \right\|_\infty \quad (14)$$

The weighting function $W_d(s)$ for disturbance rejection is taken as [7]:

$$W_d(s) = \frac{1}{s + 1} \quad (15)$$

The error signal $E(s)$, assuming the input signal to be a unit step, is evaluated as follows:
The second objective function $f_2$ for the disturbance rejection in multi-objective optimization is

$$f_2 = \left\| W_d \frac{a_n x_n}{a_n x_n + b_n y_n} \right\|_{\infty}$$ (17)

The $H_\infty$ norm is calculated using MATLAB function normhinf.

The controller parameter vector was searched within the following bounds:

$$a_0 = [-20], a_1 = [-40,0], b_2 = [0,30], b_3 = [0,500]$$

By solving the optimization problem using MODA, the following pareto front is obtained.

Pareto front obtained in Figure 3 shows that when $f_1$ increases $f_2$ decreases.

The comparison between multi-objective Youla-Kucera controllers using MODA optimization technique and controller developed in [6] is shown in Figure 4.
With optimal solution vector $k_1$, the step responses obtained are shown in the Figure 5 and Figure 6.

With optimal solution vector $k_2$, the step responses obtained are shown in the Figure 7 and Figure 8.
Figure 7: Step response of the plant using k2 with and without uncertainty

Figure 8: Step response of the controlled plant using k2 with and without disturbance

With optimal solution vector k8, the step responses obtained are shown in the Figure 9 and Figure 10.

Figure 9: Step response of the plant using k8 with and without uncertainty

Figure 10: Step response of the controlled plant using k8 with and without disturbance

With optimal solution vector k9, the step responses obtained are shown in the Figure 11 and Figure 12.

Figure 11: Step response of the plant using k9 with and without uncertainty

Figure 12: Step response of the controlled plant using k9 with and without disturbance

With optimal solution vector k16, the step responses obtained are shown in the Figure 13 and Figure 14.

Figure 13: Step response of the plant using k16 with and without uncertainty

Figure 14: Step response of the controlled plant using k16 with and without disturbance

With optimal solution vector k17, the step responses obtained are shown in the Figure 15 and Figure 16.
The designed multi-objective controllers based on Youla-Kucera parameterization using MODA optimization technique have better tracking performance as compared to controller designed in [6] as observed in Figure 4.

The Table 1 provides the time domain performances with different YK controller parameters and controller designed in [6]. Overshoot and undershoot in all the Youla-Kucera controllers are zero.

Table 1: Time domain performances achieved by different Youla-Kucera controllers

<table>
<thead>
<tr>
<th>S.No</th>
<th>Controller Parameters</th>
<th>Rise Time(s)</th>
<th>Settling Time(s)</th>
<th>Peak(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-12.0736, -18.6375,15.9699,386.6066</td>
<td>3.2561</td>
<td>5.8585</td>
<td>0.9984</td>
</tr>
<tr>
<td>2</td>
<td>-11.3114, -14.8873,15.9699,371.8262</td>
<td>3.0845</td>
<td>5.5057</td>
<td>1.0000</td>
</tr>
<tr>
<td>3</td>
<td>-11.4602, -16.1919,15.9699,386.8722</td>
<td>3.1854</td>
<td>5.6701</td>
<td>0.9989</td>
</tr>
<tr>
<td>4</td>
<td>-11.2581, -14.7001,16.0237,327.2186</td>
<td>2.9484</td>
<td>5.4277</td>
<td>0.9988</td>
</tr>
<tr>
<td>5</td>
<td>-13.1147, -20.5481,16.0194,339.3128</td>
<td>3.0746</td>
<td>5.9079</td>
<td>0.9995</td>
</tr>
<tr>
<td>6</td>
<td>-11.2580, -21.0160,15.9655,384.6924</td>
<td>3.5636</td>
<td>6.2516</td>
<td>0.9999</td>
</tr>
<tr>
<td>7</td>
<td>-11.5716, -21.4175,15.9699,384.3593</td>
<td>3.5437</td>
<td>6.2460</td>
<td>0.9999</td>
</tr>
<tr>
<td>8</td>
<td>-13.1147, -26.6250,15.9699,386.6066</td>
<td>3.7033</td>
<td>6.5130</td>
<td>0.9991</td>
</tr>
<tr>
<td>9</td>
<td>-11.4576, -23.2987,15.9690,387.0394</td>
<td>3.7074</td>
<td>6.4328</td>
<td>0.9999</td>
</tr>
<tr>
<td>10</td>
<td>-11.4356, -14.7630,15.9699,386.6066</td>
<td>3.0947</td>
<td>5.4830</td>
<td>0.9997</td>
</tr>
<tr>
<td>11</td>
<td>-11.2527, -18.1977,15.9657,375.2872</td>
<td>3.3405</td>
<td>5.9571</td>
<td>0.9988</td>
</tr>
<tr>
<td>12</td>
<td>-11.4161, -20.3468,15.9699,373.6392</td>
<td>3.4760</td>
<td>6.1713</td>
<td>0.9999</td>
</tr>
<tr>
<td>13</td>
<td>-11.2523, -14.7908,16.0168,386.6066</td>
<td>3.1241</td>
<td>5.5266</td>
<td>0.9985</td>
</tr>
</tbody>
</table>
using MODA optimization technique have lower rise time, setting time and peak as compared to controller designed in [6] as observed in Table 1. The effectiveness of this novel design approach is tested on a servo system which provides excellent tracking in the presence of uncertainties and disturbances.
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