
www.ijcrt.org                   © 2017 IJCRT | Volume 5, Issue 4 October 2017 | ISSN: 2320-2882 

 

IJCRT1704073 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 543 

 

A NOVEL APPROACH FOR NKS 

SCHEME IN HIGH DIMENSIONAL DATA 
 

1Eswaraiah Puttu, 2Shaik Shameer 
1Asso. Professor in Dept. of CSE, PBR Visvodaya Institute of Technology & Science, Kavali, and Andhra 

Pradesh, India. 
2M.Tech, Dept. of CSE, PBR Visvodaya Institute of Technology & Science, Kavali, and Andhra Pradesh, 

India. 

 

Abstract – Consider objects that are tagged with 

keywords and are embedded in a vector space. The 

presence of keywords in feature space allows for 

the development of new tools to query and explore 

these multi-dimensional datasets. We propose a 

method called Projection and Multi Scale Hashing 

that uses random projection and hash-based index 

structures, and achieves high scalability and 

speedup. In multi-dimensional spaces, it is 

difficult for users to provide meaningful 

coordinates, and our work deals with another type 

of queries where users can only provide keywords 

as input. Images are represented using color 

feature vectors, and usually have descriptive text 

information (e.g., tags or keywords) associated 

with them. Our system is based on real datasets 

shows that we can show the efficient searching of 

keywords in multidimensional datasets. 

Key Words: Querying, Multi-dimensional Data, 

Indexing, Hashing. 

I. INTRODUCTION 

In today's digital world the amount of data which 

is developed is increasing day by day. There is 

different multimedia in which data is saved. It’s 

very difficult to search the large dataset for a given 

query as well to archive more accuracy on user 

query. In the same time query will search on 

dataset for exact keyword match and it will not 

find the nearest keyword for accuracy. Ex: Flickr. 

The amount of data which is developed is 

increasing day by day, thus it is very difficult to 

search large dataset for a given query as well to 

achieve more accuracy on user query. So we have 

implemented a method of efficient search in 

multidimensional dataset. This is associated with 

images as an input. Images are often characterized 

by a collection of relevant features, and are 

commonly represented as points in a multi-

dimensional feature space. For example, images 

are represented using colour feature vectors, and 

usually have descriptive text information (e.g., 

tags or keywords) associated with them. We 

consider multi-dimensional datasets where each 

data point has a set of keywords. The presence of 

keywords in feature space allows for the 

development of new tools to query and explore 

these multi-dimensional datasets. 

Our main contributions are summarized as 

follows. 

(1) We propose a novel multi-scale index for 

exact and approximate NKS query processing. 
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(2) We develop efficient search algorithms that 

work with the multi-scale indexes for fast 

query processing. 

(3) We conduct extensive experimental studies to 

demonstrate the performance of the proposed 

techniques. 

(4) Filename: It is based on image filename. 

(5) CBIR (Content based image search): Content-

based image retrieval (CBIR), also known as 

query by image content (QBIC) and content-

based visual information retrieval (CBVIR) is 

the application of computer vision techniques 

to the image retrieval problem, that is, the 

problem of searching for digital images in 

large databases. Content-based image retrieval 

is opposed to traditional concept-based 

approaches (see Concept-based image 

indexing). 

(6) TBIR (Text based image search): Concept-

based image indexing, also variably named as 

“description-based” or “text-based” image 

indexing/retrieval, refers to retrieval from text-

based indexing of images that may employ 

keywords, subject headings, captions, or 

natural language text. It is opposed to Content-

based image retrieval. Indexing is a technique 

used in CBIR. 

 

 

 

 

 

Table -1: Comparison Table 

 
File 

name 
CBIR TBIR 

NKS(Extended 

TBIR) 

No.of Result Highest Low High Low 

Accuracy Low High Medium High 

Performance Highest Low High High 

User 

Satisfaction 
<50% 

90-

100% 
60-80% 90-100% 

II. BACKGROUND WORK 

We study nearest keyword set (referred to as NKS) 

queries on text-rich multi-dimensional datasets. 

An NKS query is a set of user-provided keywords, 

and the result of the query may include k sets of 

data points each of which contains all the query 

keywords and forms one of the top-k tightest 

clusters in the multi-dimensional space. Illustrates 

an NKS query over a set of two-dimensional data 

points. Each point is tagged with a set of 

keywords. For a query the set of points contains all 

the query keywords and forms the tightest cluster 

compared with any other set of points covering all 

the query keywords. Therefore, the set is the top-1 

result for the query Q.NKS queries are useful for 

many applications, such as photo-sharing in social 

networks, graph pattern search, geo-location 

search in GIS systems and so on. 

We present an exact and an approximate version 

of the algorithm. Our experimental results on real 

and synthetic datasets show that the method has 

more speedup over state-of-the-art tree-based 

techniques. 

Other related queries include aggregate nearest 

keyword search in spatial databases, top-k 
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preferential query, top-k sites in a spatial data 

based on their influence on feature points, and 

optimal location queries. Our work is different 

from these techniques. First, existing works 

mainly focus on the type of queries where the 

coordinates of query points are known. Even 

though it is possible to make their cost functions 

same to the cost function in NKS queries, such 

tuning does not change their techniques. The 

proposed techniques use location information as 

an integral part to perform a best first search on 

the IR-Tree, and query coordinates play a 

fundamental role in almost every step of the 

algorithms to prune the search space. Moreover, 

these techniques do not provide concrete 

guidelines on how to enable efficient processing 

for the type of queries where query coordinates are 

missing. Second, in multi-dimensional spaces, it is 

difficult for users to provide meaningful 

coordinates, and our work deals with another type 

of queries where users can only provide keywords 

as input. Without query coordinates, it is difficult 

to adapt existing techniques to our problem. 

Finding nearest neighbors in large multi-

dimensional data has always been one of the 

research interests in data mining field. In this 

paper, we present our continuous research on 

similarity search problems. Previous work on 

exploring the meaning of K nearest neighbors 

from a new perspective in Pan KNN. It redefines 

the distances between data points and a given 

query point Q, efficiently and effectively selecting 

data points which are closest to Q. It can be 

applied in various data mining fields. A large 

amount of real data sets have irrelevant or obstacle 

information which greatly affects the effectiveness 

and efficiency of finding nearest neighbors for a 

given query data point. In this paper, we present 

our approach to solving the similarity search 

problem in the presence of obstacles. We apply the 

concept of obstacle points and process the 

similarity search problems in a different way. This 

approach can assist to improve the performance of 

existing data analysis approaches. The similarity 

between two data points used to be based on a 

similarity function such as Euclidean distance 

which aggregates the difference between each 

dimension of the two data points in traditional 

nearest neighbor problems. 

In those applications, the nearest neighbor 

problems are solved based on the distance between 

the data point and the query point over a fixed set 

of dimensions (features). However, such 

approaches only focus on full similarities, i.e., the 

similarity in full data space of the data set. Also 

early methods suffer from the “curse of 

dimensionality”. In a high dimensional space the 

data are usually sparse, and widely used distance 

metric such as Euclidean distance may not work 

well as dimensionality goes higher. Recent 

research [8] shows that in high dimensions nearest 

neighbor queries become unstable: the difference 

of the distances of farthest and nearest points to 

some query point does not increase as fast as the 

minimum of the two, thus the distance between 

two data points in high dimensionality is less 

meaningful. Some approaches are proposed 

targeting partial similarities. However, they have 
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limitations such as the requirement of the fixed 

subset of dimensions, or fixed number of 

dimensions as the input parameter(s) for the 

algorithms. Keyword-based search in text-rich 

multi-dimensional datasets facilitates many novel 

applications and tools. We consider objects that 

are tagged with keywords and are embedded in a 

vector space. For these datasets, we study queries 

that ask for the tightest groups of points satisfying 

a given set of keywords. We propose a method 

that uses random projection and hash-based index 

structures, and achieves high scalability and 

speedup. However, none of these algorithms 

considers detecting outliers simultaneously with 

clustering process. In many cases, outliers are as 

important as clusters, such as credit card fraud 

detection, discovery of criminal activities, 

discovery of computer intrusion, and etc. 

Analyzing the data distribution with the 

consideration of obstacles is critical for many data 

sets. 

In recent years, various general techniques for 

analysis of movement data and human activities in 

particular were proposed. Different techniques for 

3D geo-visualization of space-time patterns of 

people’s travel experience and mobility is 

presented in .Two types of algorithms for mining 

interesting patterns from trajectories acquired by 

GPS-enabled devices are proposed. In the first 

type, the trajectories are converted into a sequence 

of stops or important parts (regions in which an 

object stayed more than a predefined time interval) 

before the algorithm for mining interesting 

patterns is applied. In the second type, the 

identification of important parts in a trajectory is 

part of the algorithm for mining patterns. 

Progressive clustering of trajectories of moving 

objects is presented. The authors combined 

clustering with visual interaction to let the analyst 

apply different distance functions based on the 

particular characteristics of trajectories under 

investigation. Visualization techniques 

(aggregations, ringmaps) of daily repeating 

activities like travel, work, shopping are presented. 

An algorithm for finding interesting places and 

mining travel sequences from GPS trajectories is 

proposed. The algorithm detects frequent 

sequences on different scales, taking into account 

the interestingness of the visited place and the 

experience of a user. Research on movement data 

is usually done on trajectories acquired by GPS-

enabled devices. However, large scale GPS 

datasets, which would allow us to perform 

qualitative analysis on the level of a city or 

country, are still not available. On the other hand, 

geo tagged photo collections could be obtained on 

the world scale, which makes them a valuable 

resource for the analysis of people’s activities. 

Concentration and movement of tourists at the 

scale of a city is analyzed using Flickr geo tagged 

photos. For this, the identified tourists in the city 

of Rome using user profiles and built heat maps to 

visualize regions of high tourist concentration. The 

heat maps were created by dividing a region into 

cells, counting then number of people who took 

photos in every cell and smoothing the 

visualization by interpolating between values of 

every cell. However, no detailed analysis of the 
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method, its advantages and disadvantages was 

provided. In addition, flow maps were used to 

visualize tourist movement between visited places. 

These places were connected by lines whose 

widths were proportional to the number of tourists. 

Mean-shift, a non-parametric clustering algorithm, 

was used in to find the most attractive places on 

Earth on a local and city scale using Flickr photos. 

The represented examples of maps with 

movements of people. However, no detailed 

analysis of the movement was presented. 

Photo-sharing websites such as Flickr and 

Panoramio contain millions of geo tagged images 

contributed by people from all over the world. 

Characteristics of these data pose new challenges 

in the domain of spatio-temporal analysis. Inthis 

paper, we define several different tasks related to 

analysis of attractive places, points of interest and 

comparison of behavioral patterns of different user 

communities on geo tagged photo data. We 

perform analysis and comparison of temporal 

events, rankings of sightseeing places in a city, 

and study mobility of people using geotagged 

photos. We take a systematic approach to 

accomplish these tasks by applying scalable 

computational techniques, using statistical and 

data mining algorithms, combined with interactive 

geo-visualization. We provide exploratory visual 

analysis environment, which allows the analyst to 

detect spatial and temporal patterns and extract 

additional knowledge from large geo-tagged photo 

collections. We demonstrate our approach by 

applying the methods to several regions in the 

world. 

Huge amount of data have been generated in many 

disciplines nowadays. The similarity search 

problem has been studied in the last decade, and 

many algorithms haves been proposed to solve the 

K nearest neighbor search. Previously proposed 

Pan KNN which is a novel technique 

that explores the meaning of K nearest neighbors 

from a new perspective. It redefines the distances 

between data points and a given query point Q, 

and selects data points which are closest to Q 

efficiently and effectively. In this paper, first a 

brief introduction about previous work on Pan 

KNN and discuss the Fuzzy concept; then, we 

propose to use the Fuzzy concept to design OPan 

KNN algorithm that targets solving the nearest 

neighbors problems in the presence of obstacles. 

III. EXISTING SYSTEM 

Using the combination of R-tree and inverted 

index, the location specific keyword queries were 

answered on web and GIS system. Ranking to the 

objects were done in existing system i.e. IR2 tree 

to rank objects based on the combination of their 

distances to the query location and the relevance 

of text description to the query keywords. Flickr 

uses keyword density and exact matching for 

keyword parsing technique. We can search one or 

two images related to the keyword not more than 

that. Cao et al and long et al proposed algorithm to 

retrieve a group of spatial web objects such that 

the group keywords cover the query keywords and 

the objects have 

lowest inter-object distances. Other related queries 

include aggregate nearest keyword search in 

spatial databases, top-k preferential query, top-k 
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sites in spatial data base, and optimal location 

queries. 

IV. PROPOSED SYSTEM 

In our proposed system the real data set is 

collected from photo sharing websites. In which 

we collect images from descriptive tags from 

Flickr and the images are transformed into 

grayscale and associate each data point, with a set 

of keyword that are derived from tags. We can 

collect number of datasets, suppose we collect five 

datasets (R1, R2, R3, R4, R5) with up to million 

data points, we can create multiple dataset to 

investigate performance. The query co-ordinates 

play a fundamental role in every step of algorithm 

to prune search space. Our work deals with 

providing keyword as an input. . We propose a 

novel multiscale index for exact and approximate 

NKS query processing. We develop efficient 

search algorithms that work with the multi-scale 

indexes for fast query processing. Distance 

browsing is easy with R-trees. In fact, the best-first 

algorithm is exactly designed to output data points 

in ascending order of their distances. 

In order to run the application efficiently the user 

must  have following characteristics. 

User Module:  

User provides the input keyword as an image. 

System Module: 

1) The system module retrieves all images from 

the database, and then it analyzes keywords. 

2) The positive point relation is undertaken by 

the system. 

3) It analyzes image keyword relation between 

points. 

4) It filters the image based on the relations. 

5) Applying nearest neighbor method retrieved 

images. 

6) Displays nearest image as an output. 

V. SYSTEM ARCHITECTURE 

 

Fig -1: System Architecture 

We start with the index for exact search. There are 

2 main component included i.e. Inverted index ikp 

and Hashtable inverted index pairs (HI). We treat 

keyword as keys and provide it as an input to our 

system. There are hash bucket IDs and respective 

points associated with the keywords, it will find all 

the hash buckets in Ikhb (keyword bucket inverted 

index), having all query keywords. 

In our system we are performing subset search on 

each retrieved hash bucket using points having 

query keywords. These indexes fail to scale 

dimension greater than 10 because of its 

dimensionality thus random projection with 

hashing and indexing has come up in the method 

of nearest keyword search in multidimensional 

datasets. 
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For e.g. Consider there are 3 keywords a, b, c. We 

will be searching the points associated with the 

hash bucket IDS i.e. there will be search for all the 

keywords, if there is no exact match for the 

keyword, then it will search for 2 keywords i.e. the 

multiple combination of the keywords, and then 

for the single keyword. Thus all the keywords are 

searched efficiently with less time and more 

accuracy in multidimensional datasets, and we 

proposed solution re-implementing multiple 

rounds in the top k nearest set in multidimensional 

datasets. 

Advantages 

 Distance browsing is easy with R-trees. In 

fact, the best-first algorithm is exactly 

designed to output data points in ascending 

order of their distances. 

 It is straight forward to extend our 

compression scheme to any dimensional 

space. 

Disadvantages 

 Fail to provide real time answers on difficult 

inputs. 

 The real nearest neighbor lies quite far away 

from the query point, while all the closer 

neighbors are missing at least one of the query 

keywords. 

VI. APPLICATIONS 

NKS queries are useful for many applications, 

such as 

 Photo-sharing in social networks, 

 Graph pattern search, 

 Geo-location search in GIS systems and so 

on. 

IX. CONCLUSIONS 

We have concluded that this proposed system 

provides accurate results in multiple keyword 

search. This is how user data can be used to 

enhance search list and to find interest of the user. 

In our project we proposed how social annotations 

will be useful in the field of complex word search, 

which gives optimization as day by day large size 

of data available for searching by interest will be 

the future for search engines. The main advantage 

of this system will save lacks of processor cycles 

used in multidimensional data sets for finding 

image  
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